Abstract

This paper analyses the efficiency of different data structures for detecting overlap in digital documents. Most existing approaches use some hash function to reduce the space requirements for their indices of chunks. Since a hash function can produce the same value for different chunks, false matches are possible. In this paper we propose an algorithm that can be used for eliminating those false matches. This algorithm uses a suffix tree structure, which is space consuming. We define a modified suffix tree that only considers chunks starting at the beginning of words and we show how the algorithm can work on this structure. We can alternatively reduce space requirements of a suffix tree by converting it to a directed acyclic graph. We show that suffix link information can be preserved in this new structure and the matching statistics algorithm still works with those modifications that we propose.

1. Introduction

Digital libraries provide vast amounts of digitised information on-line. Preventing these documents from unauthorised copying and redistribution is a hard and challenging task, which often results in not putting valuable documents on-line [7].

Copy-prevention mechanisms include distributing information on a separate disk, using special hardware or active documents [8]. We believe that these approaches are very cumbersome for genuine users, therefore copy-detection approaches are more practical. Copy-detection does not try to hinder the distribution of documents but rather tries to identify illegal copies.

One of the most pressing areas of copy-detection applications is detecting plagiarism. With the enormous growth of the information available on the Internet users have a handy tool for writing research papers. With the numerous search engines users can easily find relevant articles and papers for their research. These documents are available in electronic form, which makes plagiarism achievable by cut-and-paste or drag-and-drop operations.

Academic organizations as well as research institutions are looking for a powerful tool for detecting plagiarism. There are well-known reported cases of plagiarism. Garcia-Molina et al. [10] report on a mysterious Mr. X who has submitted papers to different conferences, which were absolutely not his work and Kock [13] describes how he found out that someone – named Mr. Plag in the paper – plagiarised one of his papers and submitted it to a journal.

Copy-detection tools aim to find whole and partial copies of documents either on the Internet or in local repositories. These tools can be used by digital libraries to find copies of their copyrighted documents redistributed on the Web or in newsgroups. The tools can also detect possible plagiarised documents, since textual overlap may prove to be plagiarism. Though there are more “sophisticated” ways to plagiarise, we believe that finding textual overlap would identify most cases of plagiarism. As Kock [13] described in his paper, plagiarists may change numbers, figures, and some geographical names but the two texts would still have substantial textual overlap.

This paper is structured as follows. In Section 2 we discuss existing copy-detection schemes and point out how our suffix tree-based algorithm could complement those approaches. Section 3 introduces suffix trees and the matching statistics algorithm and describes how we can make use of the inherent structure of documents and reduce the size of suffix trees. Section 5 introduces another possible way to save space by converting the suffix tree to a directed acyclic graph (DAG) and we will show how our algorithm works on this structure. In Section 6 we describe what we have achieved so far and what is left for future work.

2. Related Work

Copy-detection schemes have two fundamental approaches: digital watermarking, and string comparison. The target of digital watermarking is to find illegal copies and track down the user who purchased the electronic document and redistributed it.
In watermarking methods undetectable codewords are placed in documents similar to the method of placing watermarks in bank notes. These codewords can represent a unique document identifier and this identifier can be assigned to a given customer who purchased the document. Codewords can be hidden in the document by slightly altering the layout of the text. These alterations must be reliably decodable yet not perceptible to the user.

Brassil et al. [4] study three different methods: line-shift coding, word-shift coding, and feature coding. Line-shift coding vertically shifts the locations of text lines. Word-shift coding horizontally shifts words within their lines. It makes use of the fact that most of the texts are left- and right-justified and the space between words is calculated by some algorithm. Feature coding alters the actual bitmap representation of a given character depending on the codeword. These methods also study decoding performance in the presence of noise. Noise in their case is the alteration of the text layout because of the inaccuracy of scanners and photocopiers. We consider digital watermarking as a supplementary tool in copy-detection, which is useful when finding the originator of the illegal copy. Digital watermarking works at a coarse granularity and it would be hard to detect smaller overlapping chunks, such as sentences, or paragraphs.

In string-comparison based algorithms we can define the basic problem as with given two strings $T$ and $P$ with the length of $m$ and $n$ respectively, we have to divide $T$ and $P$ into substrings $T=t_1s_1t_2s_2...t_ls_l$ and $P=p_1q_1p_2q_2...p_mq_mp_{m+1}$ where for each $s_i$ there is an $x$ $s_i=q_x$ and $\Sigma(s_i)$ is maximal. As an example compare $T=abcdbcadc$ and $P=aabaca$. One possible partition is $T=(ab)(cd)(b)(a)(c)(a)$ and $P=()a(\bar{a})(\bar{b})(\bar{a})(\bar{a})(\bar{c})(\bar{a})(\bar{c})$. $T$ is partitioned into $t_1=(ab)$, $t_2=(cd)$, $s_1=(c)$, $t_3=(ad)$, $s_2=(a)$, $t_4=(c)$, and $P$ is partitioned into $p_1=(\bar{a})$, $q_1=(a)$, $p_2=(\bar{a})$, $q_2=(a)$, $p_3=(\bar{a})$, $q_3=(c)$, $p_4=(a)$, $s_4=(q_d)$, $s_5=(q_c)$, $s_6=(q_t)$. $\Sigma(s(x))=3$, which is not maximal in this case because the partition giving the maximum for $\Sigma(s(x))$ is $T=\bar{(a)}(\bar{b})(\bar{a})(\bar{c})(\bar{b})(\bar{a})(\bar{c})(\bar{a})(\bar{d})(\bar{c})(\bar{a})$ and $P=()a(\bar{a})(\bar{b})(\bar{a})(\bar{a})(\bar{c})(\bar{a})(\bar{c})$. The maximum overlap is a single value, but different partitions can result in the same maximal overlap value, that is, the partition is not unique.

We analysed four research prototypes that aim to solve the above-defined maximal overlap problem. These research prototypes include the SCAM (Stanford Copy Analysis Method) system [8], the Koala system [12], the “shingling approach” of [5], and the file system clustering method of the sif tool [14].

### 2.1. Possible Chunking Primitives

The SCAM project [9] studied different chunking primitives and compared them based on their accuracy, performance, and security, that is how hard it is to fool the system by inserting some extra words, or changing sentences, etc. The finest granularity of overlap is character-overlap while the other extreme is to consider the whole document as a chunk. In this case we can only identify exact document copies and partial copies cannot be identified. Of course, two documents that both have all the characters in the English alphabet would produce a maximal overlap of the length of the document in case of character-overlap.

We define a threshold for the shortest character sequence that we consider overlap. The Koala system [12] uses 20 consonants, which translates into 30-45 characters. The “shingling approach” [5] considers 10 consecutive words, which is approximately 50-60 characters. The sif tool [14] uses 50 bytes (they use bytes rather than characters since their main focus is not only textual files but binary files, too). The SCAM system [9] studies words, 5 consecutive words (app. 25-30 characters), 10 consecutive words (app. 50-60 characters), sentences, and the whole document. Our algorithm, which is detailed in the next section, uses 60 character chunks.

It is obvious that the finer the granularity the greater could be the number of false matches. That is two documents, which are identified as related, in fact could be quite different. On the other hand the coarser the granularity the greater the chance to miss some documents (false negatives). The empirical value between 40 and 60 characters looks to be a good compromise.

These systems also differ in the way, how chunks overlap. This issue is important because simply dividing the text into say 60-character long non-overlapping chunks is not enough. Chunk boundaries can easily be shifted by inserting or removing a word. In the SCAM system, a hashed breakpoint chunking is introduced, which identifies chunk boundaries based on a hash value calculated for each word. Manber [14] proposes to use strings as anchors, and build 50-byte chunks around those anchors. The problem with using anchors is that it is hard to find a set of anchors that achieves uniform distribution regardless of the subject of the text. In case of sentence chunking, the sentence boundaries are the natural anchors.
However as it is pointed out in [9], sentence boundaries are not always obvious to detect. All other approaches consider overlapping chunks and they select only a portion of them to store based on an algorithm described in the next subsection.

There is another natural boundary in documents, namely word boundary. We may not be interested in overlapping chunks that start in the middle of a word. The “shingling approach” [5] uses 10-word chunks, and we also make use of this feature of natural language texts in our algorithm.

2.2. Selection Strategy

Heintze [12] points out that the space-requirement for full fingerprinting is too large and some selection method must be used to keep a representative fingerprint of the possible chunks in a document. Full fingerprinting requires less space in the case of the “shingling approach” [5], which makes use of word boundaries. If we only consider chunks starting at the beginning of words then the number of possible chunks (full fingerprinting) is in the order of the number of words rather than the number of characters. However, we have to note that the sif tool [14] targets a broader area of copy-detection and they consider binary files besides text files. In case of binary files we do not have such natural chunk boundaries as word boundaries in text files.

The selected chunks are called the fingerprint of the document, because they represent the whole document. The “shingling approach” [5] and the sif tool [14] use Rabin’s fingerprinting algorithm to select representative fingerprints. Heintze [12] proposes to keep chunks with the least hash values. The SCAM system [9] keeps all chunks except for stopwords in case of word chunking but as expected their index is 30-60% of the size of the original documents, which is prohibitive in such large collections as the Internet.

Another issue when selecting representative fingerprints is whether to have a fixed number of chunks for each document or let the number of chunks be proportional to the size of the document [12][5]. In case of fixed-size fingerprints it is hard to define whether a given document is contained in another document, one of the crucial problems in copy-detection.

2.2. Decision Function

Given the overlap between two documents we have to decide whether the documents are related or not. The decision function for this problem is usually a simple threshold. If $V(A)$ is the fingerprint of document $A$, that is a representative set of chunks in document $A$, and the same holds for $B$ then our resemblance measure is:

\[
\text{Resemblance}(A, B) = \frac{|V(A) \cap V(B)|}{|V(A) \cup V(B)|}
\]

In the SCAM system [9] when words are the chunking primitives this resemblance measure is not descriptive because similar documents do not necessarily share the same number of postings for each word. García-Molina et al. [9] propose a measure that is similar to the cosine measure [3] used in information retrieval applications.

2.4. Reducing False Positives

The main problem of the approaches analysed in the previous subsection is that they use a hash function on chunks. Given the large number of possible chunks and the limited space to store a representative number for that chunk it is probable that different chunks produce the same hash value. The probability increases if we index more and more documents. As a result these approaches report a certain number of false positives [9], which should be eliminated.

In this paper we propose an algorithm, which is based on Chang’s matching statistics [6] algorithm that eliminates these false positives. This algorithm uses a suffix tree, which is a very space consuming data structure, thus it can only work on a limited number of documents, such as documents reported by one of the methods described above. The documents identified in the first phase are called candidate documents and our algorithm compares the suspicious document to the candidate documents.

3. Identifying Overlap with the Matching Statistics Algorithm

This section introduces suffix trees and describes how the matching statistics algorithm can be used to identify overlap and in Section 4 we show how a suffix tree can be converted into a directed acyclic graph and how the matching statistics algorithm can be used on that structure.

3.1. Suffix Trees

Suffix tree is a data structure, which represents all suffixes in a string. Suffix trees are also referred to as position trees, subword trees and complete inverted files [1][2]. Apostolico [2] gives a brief overview of straightforward applications of suffix trees: multiple search of different patterns in a fixed set, finding the first occurrence of $w$ in $x$ where both $w$ and $x$ are strings, finding all occurrences of $w$ in $x$, finding the number of
occurrences of \( w \) in \( x \), longest common substring of two strings, the longest common subword common to \( k \) out of \( m \) strings of total length \( n \). According to [11] there is no other data structure, which can be used more efficiently than suffix trees.

We give the definition of a suffix tree as it is given in [11]: a suffix tree \( T \) for a string \( S \) length of \( m \) is a rooted directed tree with exactly \( m \) leaves numbered 0 to \( m-1 \). Each internal node, excluding the root, has at least two children labelled with substrings of \( S \) starting with different characters. Concatenation of edge-labels from the root to the leaf \( i \) identify the suffix of \( S \) starting at position \( i \). This definition does not guarantee that such a tree exists for \( S \) but if we add a unique termination symbol (e.g. \( $ \)) the tree exists and it is unique for a given \( S \).

Figure 1 depicts the suffix tree of the string ‘abcdabc\$’. The root node is depicted by a square and suffix links are depicted by dashed lines.

Let \( T \) denote the document that we want to check if it contains parts of other documents. Let \( P \) denote one of the candidate-documents that we want to check. We build a suffix tree for \( P \) and calculate the matching statistics of \( T \). In the end, we will know the largest part of text for every position of \( T \) starting at that position and also appearing in \( P \). During the matching statistics algorithm run, when we finish a match starting from the \( i \)-th position, we can also store the index of the node at or right above the point where we finished. Let this node index be \( j \) and the size of the chunk be \( n \). Now we know that starting at position \( i \) in \( T \) there is a matching chunk of length \( n \), which also appears in \( P \) starting at position \( j \).

This algorithm can also be used in a reverse fashion by building only one suffix tree for the suspicious document and comparing candidate documents to the suffix tree [16].

### 3.2. Utilizing Words

So how to utilize words? We may consider words as symbols then we could have much less symbols in the document but our alphabet, that is all English words, would be very large. In case of an alphabet of this size edges cannot be represented as arrays. A linked list would also be prohibitive because from the root there would be an edge for each different word in the document.

The main idea of our algorithm is to eliminate those parts of the tree that represent suffixes starting in the middle of a word. We can first construct the tree for the whole document in a regular way and then remove all paths that finish with an index, which is within a word. This could only save space but the time for construction would increase.

What we do is to follow Ukkonen’s algorithm not character-by-character but rather word-by-word. So in the case of an example document: ‘His thesis made him popular among professors’ we would only insert suffixes starting from positions 0,4,11,16,20,28,34. For practical reasons we insert a leading blank to each document and we insert suffixes starting at blanks. Figure 2 depicts a part of the modified suffix tree of ‘First they went home and then they went out’.

As it is shown in figure 2 suffix links have different meaning in this modified representation. From now on we will denote a substring of our document as a word if it starts at a blank and finishes right before a blank. Formally let ‘+’ denote the blank character. A substring of a document \( T \) of length \( n \) is a word \( w \) of length \( k \) if it has the following characteristics: \( w[0]=T[i]=\text{\textquoteleft}+\text{\textquoteleft} \) and \( w[j]=T[i+j]\neq\text{\textquoteleft}+\text{\textquoteleft} \) and either \( i+k=n \) or \( T[i+k]=\text{\textquoteleft}+\text{\textquoteleft} \). A suffix link from the node \( u \) to the node \( v \) in our representation means that if the node \( u \) has a label \( \alpha\beta \) where \( \alpha \) is a word and \( \beta \) is a possibly empty substring of
T than v has a label \( \beta \). This definition is similar to the original definition but it considers that only suffixes starting at beginning of words are represented in the tree.

Inherently the matching statistics algorithm can use the suffix links of our modified suffix tree. We can use the same heuristic as we used on the construction of the modified suffix tree. We start matching only from beginnings of words (recall our definition of word) and when we finish traversing a path due to a mismatch, we can follow the suffix links and continue matching from that node where we jumped to because having found a matching chunk of \( \alpha \beta \) we will follow by matching \( \beta \).

As an example let us suppose that we want to compare the string ‘+They+went+home+before+midnight’ to the suffix tree of figure 2. We traverse down the tree until we find ‘+They+went+home+’, which gives a score 16 for the matching statistic at 0th position. Then we have to find the matching statistic value at position 5, that is the beginning of the next word. We follow the suffix link, which places us on the path of ‘+went+home+’, so we can continue matching from this position, which in our case is impossible, so we set the matching statistics for the 5th position to 11.

With this representation, the size of the suffix tree can be reduced by the ratio of the average word size in the document (approximately 5 - 6 times). The building algorithm also benefits from this size reduction and we are still able to use the matching statistics algorithm, which is also accelerated because of neglecting the middle of words.

### 3.3. Performance Analysis

We tested our algorithm on a test machine with the following configuration: Intel Pentium II 433MHz, 128M RAM, Windows NT Workstation. Below, the 3 common scenarios are described along with performance details of our algorithm.

**Scenario 1:** the suspicious document is genuine. There can be accidental overlaps but they do not add up above a given percentage (10%).

**Scenario 2:** the suspicious document is heavily plagiarised, that is 60-70% percent of the document is copied from 8 different documents and the order of the chunks is mixed up.

**Scenario 3:** the most part of the suspicious document is genuine, but there is a huge chunk (1 page), which is copied from another document.

The files in scenario 1 and 2 are 11K and 14K respectively, while the file in scenario 3 is a 1.67M document. We compare these three documents to 19 documents, which are 3.5M altogether and of course contain those 8 documents, which are used in Scenario 2 and the one used in Scenario 3. We used the modified algorithm for analysing the documents. This algorithm correctly reported the files in Scenario 2 and 3 as plagiarised while the document in Scenario 1 as genuine.

The running time for calculating matching statistics in Scenario 1 and 2 were almost the same (see table 1). But Scenario 3 took more time. It contradicts with the linear time bound of the matching statistics algorithm, which states that the running time of the algorithm is independent from the size of the tree and only depends on the strings compared to the tree, which are the candidate-documents of 3.5M in our case. We found two issues, which influence the running time of the algorithm in practice. Firstly, the suffix tree in Scenario 1 and 2 can fit into the cache, which considerably speeds up the algorithm. Secondly, it is true that the so-called skip/count steps [11] are bounded by 3m but the bigger the tree the more the skip/count steps, which adds up to the running time. It is still true that the algorithm has linear time worst-case bound but in reality the case is worse if the tree is bigger.

<table>
<thead>
<tr>
<th>Table 1. Performance analysis details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

Legend:
- **Size:** Size of suffix tree (bytes)
- **msi:** Calculating msi by document (ms)
- **msi\text{overall}:** Calculating overall msi (ms)
4. Finding Overlap Using Directed Acyclic Graphs

As table 1 shows the space requirements of suffix trees are large. This may result in the tree not fitting into main memory. We are developing more space-efficient representation, which still enables linear-time search for overlapping chunks.

A suffix tree contains many redundant branches because the suffix starting at position \(x\) where \(x>y\) includes the suffix starting at \(y\). As an example consider the tree of the string ‘abcdabca’ in figure 3. The circled branches of the tree are isomorphic therefore they are stored redundantly.

![Figure 3. Identical branches of a suffix tree](image)

Gusfield [11] describes a linear time algorithm to convert a suffix tree into a directed acyclic graph (DAG). Figure 3 shows that isomorphic subtrees are connected by suffix links. Gusfield [11] formally proves that the subtree below node \(p\) and node \(q\) are isomorphic if and only if there is a directed path of suffix links between the two nodes and they have the same number of leaves. Since isomorphic subtrees are connected by suffix links there is an offset of indexes of leaves. The number of suffix link hops defines the value of offset to be applied. The tree of figure 3 can be converted into a DAG depicted in figure 4. Offset values can be applied to new links and having reached a leaf with an index on traversing down the tree we have to subtract the sum of the offset values encountered on the way from the actual index value of the leaf. As an example if we follow the path ‘bcedabcas’ from the root we encounter one link with an offset value of one. We subtract it from the actual index value 2 and find out that this substring is starting at position 1.

![Figure 4. DAG of ‘abcdabca’](image)

A suffix tree converted into a DAG can be used to solve some exact matching problems including deciding whether a pattern is a substring of another string, the longest common substring, exact set matching etc. However with this representation we lose suffix links, which are heavily utilized in Chang’s matching statistics algorithm. We have to find a way to include suffix links into this representation and also a conversion algorithm that converts a suffix tree into a DAG preserving suffix links.

4.1 Converting a suffix tree into a DAG

The compaction algorithm given by [11]:

Begin

Identify the set \(Q\) of pairs \((p, q)\) such that there is a suffix link from \(p\) to \(q\) and the number of leaves in their respective subtrees is equal.

While there is a pair \((p, q)\) in \(Q\) and both \(p\) and \(q\) are in the current DAG,

Merge node \(p\) into \(q\)

End

There is a practical problem when applying this algorithm. Deciding whether \(p\) and \(q\) are in the current DAG is not straightforward. Our implementation language is C++ and nodes are represented as pointers. It is not obvious how to decide whether a given pointer points to a valid address or it points somewhere in main memory, which was previously freed. We could traverse down the tree for each \(p\) and \(q\) but it would take a lot of time.

The other main problem is that the matching statistics algorithm heavily uses suffix links, which have to be retained in the new presentation. When we created our version of the conversion algorithm we had to preserve suffix links in the new representation.

The first observation is that many suffix links are removed in the conversion process. What is the equivalence in the DAG representation of following a
suffix link in the suffix tree? If there is a suffix link in the suffix tree representation between node \( p \) and node \( q \) and node \( p \) and node \( q \) are merged in the conversion process it means that their subtrees are isomorphic. During the matching statistics algorithm we follow the suffix link to find the value of \( ms(i+1) \) having found \( ms(i) \) but if the two subtrees are isomorphic then it is sure that no further matches will be found, so \( ms(i+1) \) is simply \( ms(i)-1 \). We know that we are in a subtree that was previously connected by suffix links if there is an offset on the path that we followed from the root. The sum of the offsets determines how many suffix links we could have followed without finding a different subtree, so if this value is \( x \) we already know the matching statistics \( ms(i+x) \) through \( ms(i+x) \). After that we follow the algorithm as if we have already defined \( ms(i+x) \) and we would like to define \( ms(i+x+1) \).

It is also possible that after merging node \( p \) and node \( q \) some suffix links under node \( p \) and node \( q \) are lost. These suffix links are not needed at all in the DAG representation because traversing further down from node \( p \) will place us under node \( q \) and this case is equivalent to the case discussed above.

There is one more case that we have to discuss. It is possible that the destination of a suffix link is removed from the tree. There is still an equivalent node of that destination node but they are only equivalent regarding their subtrees. If we divert the suffix link to that equivalent node we have to check how it affects the matching statistics algorithm. We can place an offset on the suffix link similar to the one we place on edges. The offset value is the number of suffix link hops between the original destination node and the equivalent node. Following a diverted suffix link is equivalent to following the original suffix link in the original suffix tree then following the suffix link from that node etc. Matching statistics will always increase by one on the way because subtrees are equivalent. If we place offset on suffix links the algorithm is the same as the algorithm with the offset on edges.

After discussing how suffix links are converted we describe how our algorithm works in practice. In the first step it makes a depth-first traversal to identify an equivalent node for each node if any. This can be achieved in linear time. After this suffix links are diverted. If a suffix link points to a node, which has an equivalent node the suffix link will point to the equivalent node with an offset of 1. It is also possible that the equivalent node has an equivalent node, too. In this case the offset is incremented by one and the suffix link is diverted to the latter node. This process can be followed until a node is found without an equivalent node. Normal edges can be diverted in the same way as suffix links the only difference is that if an edge is diverted the subtree of the node that was originally pointed by the edge has to be removed. Instead of removing it immediately we add this node to a list of nodes to be removed. The reason for this is that by removing a node we might break a path of equivalent nodes and at a stage we might address some invalid memory range. After all edges and suffix links are diverted we have to remove subtrees of nodes in the list.

The pseudo code for the algorithm:

```plaintext
Find number of leaves under each node
For each node
    Identify equivalent node
End For
For each node
    Divert suffix link to equivalent node
    Define offset value for suffix link
    For each edge running out of current node
        If equivalent exist
            Divert edge
            Define offset value for edge
            Add next node to remove_list
        End If
    End For
End For
For each node in the remove_list
    Remove subtree
End For
```

5. Conclusion and Future Work

In this paper we have described a copy-detection algorithm that can be used as a final filter on existing copy-detection algorithms that have a problem of reporting many false positives. This algorithm uses a suffix tree structure, which is space-consuming. We proposed two ways of reducing the space requirement. One of them is considering word boundaries and only inserting suffixes that start at the beginning of words and the other one is to convert the tree into a directed acyclic graph. We showed how the matching statistics algorithm works on these structures and how it is possible to preserve suffix links, which are crucial for the matching statistics algorithm.

In the future we will test how these two approaches could be merged. We will study whether it is possible to convert the modified suffix tree into a modified directed acyclic graph. We are also developing a prototype system MatchDetectReveal (MDR) [15], which will implement an algorithm for identifying candidate documents and the result set will be fed to the matching engine using suffix trees and directed acyclic graphs. Other components of the system have already been developed including the visualiser-component, and an enhanced version of the matching engine that uses a local cluster for parallel comparison of documents.
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