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Abstract. We describe a mechanism which recognizes a user’s intentions from
short-form rejoinders to arguments generated from Bayesian networks. The mech-
anism builds candidate reasoning paths that link the user’s rejoinder with a pre-
viously presented argument, and considers the following factors to select a path:
linguistic clues, the impact of the user’s rejoinder on the system’s argument along
the different paths, the user’s attentional focus, and the system’s confidence in its
representation of the user’s beliefs. The results of our preliminary evaluation indi-
cate that the interpretations produced by our mechanism are generally appropriate.

1 Introduction

Ideally, an interactive argumentation system would allow a user to respond to an argu-
ment with a counterargument, and it would allow the argumentation process to go on
indefinitely, producing a series of arguments and counterarguments. During argumenta-
tion, conversational partners often use expressions of doubt, such as “But the victim was
stabbed”, and requests for the consideration of additional facts, such as “What about the
fingerprints on the gun?”. In this paper, we describe a mechanism which interprets such
rejoinders to arguments generated from Bayesian networks (BNs) [8]. This mechanism
is implemented in a system called BIAS (Bayesian Interactive Argumentation System).

Given an argument produced by BIAS followed by a rejoinder posed by a user, our
mechanism identifies the user’s likely line of reasoning and the proposition(s) in BIAS’
argument the user intends to affect. This is done by taking into account the following
factors: the linguistic clues in the rejoinder, the impact of the rejoinder on BIAS’ argu-
ment, the user’s attentional focus, and BIAS’ confidence regarding its representation of
the user’s beliefs. Once a line of reasoning has been postulated, BIAS generates a rebuttal
to the user’s rejoinder [6].

In Section 2, we introduce BIAS’ current scenario and show a sample interaction with
BIAS. Next, we describe our knowledge representation formalism, followed by the algo-
rithm which identifies the user’s line of reasoning. We then discuss results of a prelim-
inary evaluation of BIAS’ performance, review related research and present concluding
remarks.

2 Scenario
BIAS and the user are partners in solving a crime. They have access to information about
the world, e.g., the crime scene, witnesses and forensic reports. At the beginning of the
interaction, BIAS and the user receive a preamble that describes the preliminaries of the
case (Figure 1). After receiving the preamble, the user can use BIAS’ WWW interface



Preamble:
Mr Body was found dead in his bedroom, which is in the second story of his house. Bullet wounds
were found in Mr Body’s body. The bedroom window was broken, and broken glass was found
inside the window. A gun was found at the premises, and some fingerprints were found on the gun.
In addition, inspection of the grounds revealed footprints in the garden and circular indentations
in the ground outside the bedroom window.
Initial argument:
Bullets being found in Mr Body’s body implies Mr Body was almost certainly shot. This implies
Mr Body was murdered.
Forensics matching the bullets with the found gun implies the gun is almost certainly the murder
weapon. Forensics matching the fingerprints with Mr Green implies Mr Green probably fired the
gun, which together with the gun almost certainly being the murder weapon implies Mr Green
probably fired the murder weapon. This implies he very probably had the means to murder Mr
Body.
The Bayesian Times reporting Mr Body took Mr Green’s girlfriend implies Mr Green and Mr Body
very probably were enemies, which implies Mr Green probably had a motive to murder Mr Body.
A witness reporting Mr Green being at the football at 10:30 implies Mr Green almost certainly
wasn’t in the garden at 11.
Forensics reporting the time of death being 11 implies the time of death was very probably 11.
This together with Mr Green almost certainly not being in the garden at 11 implies he almost
certainly wasn’t in the garden at the time of death, which implies he almost certainly didn’t have
the opportunity to murder Mr Body.
Even though Mr Green very probably had the means to murder Mr Body and he probably had a
motive to murder Mr Body, Mr Green almost certainly not having the opportunity to murder Mr
Body implies he probably didn’t murder Mr Body.
Rejoinder: But Mr Green was in the garden at 11.
Interpretation:
Mr Green being in the garden at 11 implies he was more probably in the garden at the time of
death. This implies he more probably had the opportunity to murder Mr Body, which implies he
more probably murdered Mr Body.

Fig. 1. Preamble, initial argument, sample rejoinder and BIAS’ interpretation

to obtain additional information about the world, e.g., from witnesses or the crime scene,
and to post his/her beliefs about selected propositions (this is done by clicking a belief
value for these propositions). BIAS has access to these beliefs and to the obtained infor-
mation, but it does not necessarily share the user’s beliefs. Further, BIAS can investigate
the world directly to obtain additional information that will enable it to formulate an
argument.

When the user asks for BIAS’ opinion about the case, BIAS calls a Bayesian argu-
ment generator [11] to produce a preliminary argument in support of a goal proposition.
In our scenario, this proposition is either Mr Green is guilty or Mr Green is innocent,
whichever is most likely. If possible, our argument generator produces an argument that
is compatible with both BIAS’ beliefs about the world and the user’s presumed beliefs.
Otherwise, BIAS’ beliefs take precedence. Figure 1 shows the argument generated by
BIAS for Mr Body’s innocence in light of the preamble and information gathered from
the world.

After receiving BIAS’ argument, the user can formulate a rejoinder or continue inves-
tigating the world. At present we consider two types of rejoinders (which are formulated
by making selections from a dynamic menu in our WWW interface).



– Expressions of doubt (“But R”, where R is a proposition). We focus on one type of
expression of doubt where the user asserts or negates a proposition to undermine a
proposition stated or implied in the system’s argument [2].

– Requests for the consideration of a proposition (“Consider R”). Unlike expressions
of doubt, which have negative implications, this type of rejoinder just implies that
BIAS has omitted a factor that could be relevant.

For example, after receiving the rejoinder in Figure 1, BIAS postulates the line of
reasoning shown at the end of Figure 1.

�

This line of reasoning takes into account the
user’s beliefs in other nodes that were mentioned in BIAS’ argument, e.g., the time of
death was 11, and the user’s belief in nodes s/he investigated through the WWW inter-
face. BIAS then generates a rebuttal which addresses the user’s rejoinder [6] or produces
an updated argument which acknowledges the impact of the rejoinder proposition. The
user can now continue inspecting the world or pose another rejoinder, and so on.

�

3 Knowledge Representation

We have chosen BNs as our main representational formalism owing to their ability to
represent normatively correct reasoning under uncertainty. The information about the
world and the models of belief consulted by BIAS during the argumentation process are
represented as BNs. These models are a normative model and a user model. The norma-
tive model contains information that is presumed to be correct according to the world,
i.e., observable facts obtained from the world or beliefs inferred by means of Bayesian
propagation from the observable facts. The user model stores propositions that are pre-
sumed believed by the user, where the probability values of these propositions represent
the user’s beliefs. These propositions are obtained from a variety of sources, such as
BIAS’ arguments or the beliefs entered by the user through the interface, and are la-
belled according to their source(s). For example, a proposition is labelled accepted if
a belief in it has been entered by the user (either through the interface or by confirming
BIAS’ interpretation of the user’s rejoinder), while it is labelled seenObservation or
seenIntuition if it has been shown to the user, but the user has not indicated a belief
in it (Observations represent observable events, while Intuitions represent infer-
able propositions). The labels are ranked according to the trustworthiness of the source
from which the user’s belief was obtained. For instance, accepted propositions rank
higher than seenObservations, which in turn rank higher than seenIntuitions. In
addition, in order to support a numerical process for rating the candidate reasoning paths
(Section 4), these labels are associated with a numerical score according to their ranking.

The interpretation process, which is the focus of this paper, is performed in the con-
text of the user model, since the rejoinder should “make sense” in light of the user’s
beliefs. In contrast, the processes for generating the initial argument and the rebuttals
consult the user model and the normative model in order to produce arguments that rely
on beliefs held by both BIAS and the user if possible [11]. These arguments are rep-
resented by means of a sub-network of the normative model BN, called an Argument
Graph, which ideally also contains nodes from the user model BN.

�

The implications in this line of reasoning may be causal or evidential.
�

At present, we assume that a user’s rejoinder addresses BIAS’ initial argument. The dialogue
features that determine whether a rebuttal is being addressed are yet to be implemented.



During the generation of arguments and rebuttals and the interpretation of a user’s
rejoinders, we model the user’s attentional focus. The use of attentional focus during
argument generation is described in [11]. In this paper, we focus on its impact on the
interpretation process. We postulate that the interpretation intended by a user is likely
to contain propositions in his/her focus of attention. In order to determine whether a
proposition is in the user’s focus of attention, we use a model of attention which fol-
lows associative links (rather than causal or evidential links) and invoke a process called
spreading activation [1]. This process passes activation from active propositions, e.g.,
recently seen propositions, to propositions and concepts that have an associative relation
to the active propositions. For instance, after reading the fragments “Bayesian Times”
and “Mr Body is dead”, the concepts “time” and “death” get activated, in turn activating
propositions pertaining to the “time of death”. Our model of attention is implemented
by incorporating in the user model an associative semantic network which includes the
propositions in the user model BN (such a network is also incorporated in the normative
model).

4 Path Identification

Algorithm IdentifyPath proposes paths in the user model BN that represent possible lines
of reasoning from the user’s rejoinder. The algorithm receives two inputs: a linguistic
clue (“but” or “consider”) and the rejoinder proposition (R).

Algorithm IdentifyPath(linguisticClue,R)

1. Path construction – Find paths that connect the rejoinder node R to the goal propo-
sition in the Argument Graph generated by BIAS.

2. Path evaluation – Compute a score for each path based on its effect on the argument
according to the user model, its presence in the user’s focus of attention and BIAS’
confidence in it.

3. Path selection – Select one path if possible. Otherwise, present the candidate path(s)
to the user for confirmation.

4.1 Path Construction
The user may select a rejoinder node R that is not in the user model BN. In this case,
R is added to the user model (and to the normative model if necessary). When trying to
connect R to the Argument Graph, BIAS iteratively expands the user model BN from R
and from the Argument Graph. In each iteration, BIAS adds to the user model nodes and
links from the world BN that connect with R, and nodes and links from the world BN
that connect with the Argument Graph (the corresponding conditional probability tables
are also copied from the world BN).

�

If this process is successful, upon its completion R
will be connected to the Argument Graph by one or more paths. These paths may contain
causal links (from the rejoinder node towards the goal) or evidential links (in the opposite
direction). This process is performed in a temporary user model, since at most one of the
paths found by BIAS is intended by the user. This path will be incorporated in the user
model after performing path selection (Section 4.3).

�

During this process, BIAS drops from consideration d-separated paths [8]. A path is d-separated
when the presence or absence of some evidence in the user model prevents the rejoinder node
from affecting the goal proposition.
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Fig. 2. Path construction in a sample Argument Graph

To illustrate the path construction process, consider the user model in Figure 2(a),
which contains the Argument Graph corresponding to an argument presented by BIAS
(the tree whose root is the goal node G), the nodes investigated by the user in the interface
(F, H, I), and the user’s rejoinder proposition R. After one expansion, propositions F, H
and I become connected to R or to the Argument Graph, and additional propositions, J,
K, L, M, N, O and P (shown in italics in Figure 2(b)), are added to the temporary user
model and also linked to R or the Argument Graph (these links are drawn with dashed
lines). After the second expansion (drawn with dotted lines), R becomes connected to the
original Argument Graph and the goal through several paths in the temporary user model:
R-I-M-E-A-G (composed of grey nodes in Figure 2(c)), R-P-N-E-A-G, R-P-F-B-G and
R-P-F-B-N-E-A-G.

We assume that the user intends a straightforward interpretation of his/her rejoinder,
and that s/he has bounded inferential capacity. BIAS implements these assumptions dur-
ing path construction by looking for direct paths that represent small inferential leaps.
A direct path represents a simple line of reasoning between the rejoinder node and the
goal. A direct path is not necessarily the shortest path to the goal. Rather, it is a path that
does not meander unnecessarily, i.e., if there are several routes between two neighbour-
ing nodes, a direct path takes the link between these nodes. An inferential leap occurs
when a user intends to affect a proposition in the argument that is different from the re-
joinder proposition. For instance, if the user says “But Mr Green was near the house at
11:15” after the argument in Figure 1, s/he licenses an implication regarding Mr Green’s
opportunity to kill Mr Body (through a small inferential leap). However, if the user had
said “But Mr Green owns a blue car”, a system should not be expected to find an inter-
pretation that connects this rejoinder to the goal, since the inferential leap is too large.

BIAS also copes with two types of inaccuracies in its user model: incompleteness
(when BIAS is not aware of some of the user’s beliefs) and granularity discrepancies
(when the user makes a ‘complex’ inference that connects non-adjacent nodes in the user
model BN). During path construction, these inaccuracies show up as reasoning gaps in
the user’s presumed line of reasoning, i.e., the line of reasoning includes propositions
that are not in the user model. BIAS considers only paths with small and easily inferable
reasoning gaps. A gap should be small in order to avoid attributing to a user overly
complex inferences (across a large gap); the inference across a gap should be “easy”,
meaning that is plausible that the user is engaged in this reasoning activity. We adopt
the “ease of inference” definition from [7], which requires that the node at the tail of the
gap have a strong effect on the node at the head of the gap, and that the nodes at both
ends of the gap be in the user’s focus of attention. This last requirement approximates the



idea that thinking of the antecedent of an inference will make one think of its consequent
(across the gap).

BIAS finds reasoning paths which represent small inferential leaps by performing
only three iterations to connect R to the Argument Graph, and by restricting the length
of the paths being built. The small size of the reasoning gaps is ensured by allowing an
inferred path to contain at most two consecutive nodes that are not in the user model. For
instance, path R-I-M-E-A-G in Figure 2(c) has a gap of length 1 between I and E. The
ease of inference across a reasoning gap is implemented by requiring that (1) the nodes
at both ends of the gap, e.g., I and E, have a high activation level; and (2) some value of
the node at the ‘head’ of the gap have a high level of belief given the value of the node at
the ‘tail’ of the gap (inferred from the user’s rejoinder).

4.2 Path Evaluation

The path evaluation process produces a score for each path returned by the path con-
struction process. This score, called pathValue, incorporates the following factors: (1) the
impact of R along this path on BIAS’ argument, (2) the linguistic clue of the rejoinder,
(3) whether the nodes in this path are in the user’s focus of attention, and (4) BIAS’
confidence regarding its representation of the user’s beliefs in the nodes along this path.
These factors are assessed in the context of the user model, since BIAS is trying to deter-
mine what the user means by the rejoinder. The calculation of pathValue is performed by
means of heuristics which combine Bayesian principles (Factor 1) with dialogue-related
and user modeling aspects (Factors 2, 3 and 4).

Impact of R along a path on BIAS’ argument. The impact of a rejoinder R along
path� on a proposition � , denoted Impact ��� R ����� , represents the change in belief in
proposition � in light of the value of R stated in the rejoinder (denoted userVal). This
change is relative to the previous belief in � (in light of a different value of R or no
information about R). The impact of R on � is calculated using the following formula.

Impact� � R �����	��
��� Pr� � ��� x �R=userVal �
Pr � ��� x � (1)

Pr� � ��� x �R=userVal � , the probability of node � along path � given the user’s value of
R, is calculated by propagating the user’s value of R over a temporary BN consisting of
the current user model BN plus the nodes in path � (the conditional probability tables are
marginalized to take into account nodes that are absent from the user model).

We assume that the user’s rejoinder was generated to affect at least one node in the
Argument Graph and possibly the goal proposition, e.g., in path R-I-M-E-A-G in Fig-
ure 2(c), the propositions of interest are E, A and G. The effect of the rejoinder depends
on its linguistic clue. A request for consideration implies that the rejoinder affects some
propositions in the argument (without indicating whether it supports or contradicts these
propositions), while an expression of doubt implies that the rejoinder contradicts a propo-
sition in the argument. These considerations are combined with Impact � � R ����� to yield
the effective impact of R along path � on a node ����� in the Argument Graph.

EffImpact����� �����������
�� � � Impact� � R ����������� if request for consideration
Impact� � R ��� ��� � if Pr � � ��� � argBIAS ��� �"!$#% Impact� � R ��������� otherwise

(2)



where argBias is the value of node � ��� resulting from BIAS’ argument. According to
this formula, if BIAS argued for a high/low degree of belief in node � ��� , then a felicitous
expression of doubt should reduce/increase the belief in this node. For example, if BIAS
argued for � ��� =True, yielding Pr � � ����� True � � �"! � in the user model, and the user’s
expression of doubt reduced this belief to Pr � � ����� � True � � � � �"! � when propagated
along path � , then the effective impact of this rejoinder on node � ��� would be positive.

BIAS uses the effective impact of a rejoinder along a path to suggest a node in the
Argument Graph that the user intended to affect. We submit that this is the highest-
impact node, i.e., the node with the highest value for EffImpact along this path (the goal
may also be the highest-impact node). Thus, when considering the effective impact of
a rejoinder to assess a proposed path, we focus on two target propositions: the goal (G)
and the highest-impact proposition (HI). For example, assume that the user said “But R”,
and consider path R-I-M-E-A-G in Figure 2(c). Further, assume that Pr � E=True � � �"! � ,
Pr � A=True � � �"! � and Pr � G=True � � �"!�� after BIAS’ argument, and that Pr � E=True � ��"!$#	# , Pr � A=True ��� � ! � and Pr � G=True � � �"!$# due to the user’s rejoinder. Thus, all three
propositions have been contradicted, but A is the highest-impact proposition.
The presence of the nodes along a path in the user’s focus of attention. When pre-
senting a rejoinder proposition, the user has in mind a line of reasoning that links this
proposition to the system’s argument. We postulate that it is more likely that the user will
perform this inferential leap if the nodes along his/her intended line of reasoning are in
his/her focus of attention. That is, they have a high level of activation.
BIAS’ confidence regarding its representation of the user’s beliefs in the nodes along
a path. The more trustworthy are the sources from which BIAS obtained the user’s be-
liefs in the nodes along a path, the more confident BIAS should be regarding the plausi-
bility of this path. This confidence is a function of the numerical score associated with
the label of each node (Section 3).
Determining the overall value of a path. The factors discussed above have the follow-
ing contribution to the value of a path.

– Linguistic clue and impact along a path – Paths with a high combined effective
impact on the goal and the highest-impact node are preferred, since it is more likely
that the user intended to have a large effect on BIAS’ argument.

– Focus of attention – Paths with highly activated nodes are preferred, since these
nodes are likely to be in the user’s mind. We compute the average level of activation
over a path (rather than total activation) so shorter paths are not disadvantaged.

– BIAS’ confidence – Paths whose nodes have labels with high scores are preferred,
since the system is more certain about these nodes. As above, we compute the aver-
age label score over a path.

These considerations are incorporated into the following formula, which represents
the overall value of a path.

pathValue� � R ����� �	� EffImpact� � R � G ��
������� EffImpact� � R � HI ��
� � � 
��� ��� 
�� node ��� path� Activation(node � )
Length(path � ) � 
����� 
��� � node ��� path� LabelScore(node � )

Length(path � ) (3)



where the weights � � � ���� � � � and � � determine the contribution of the above factors
to the value of a path: effective impact of the rejoinder on the goal ( ��� ) and on the
highest-impact proposition ( � �� ), level of activation of the nodes in the path ( � � ), and
scores of the labels of these nodes ( � � ).

�

In Section 5, we consider the effect of these
weights on the performance of the system.

4.3 Path Selection

As indicated in Section 4.2, the value of a path reflects the likelihood that this is the
path intended by the user. Thus, when there is a single path with a high pathValue or the
pathValue of a path is significantly higher than that of the other candidate paths, this path
is selected and passed to the rebuttal generation procedure [6]. However, when several
paths with similar pathValues are generated, BIAS cannot discriminate between them,
and lets the user choose; a single path with a low pathValue is also presented to the user
for confirmation.

The recognition process fails if BIAS could not find a path between the rejoinder
proposition and the Argument Graph during path construction, or too many paths with
similar pathValues were found (so they could not be presented for confirmation), or the
user does not select any of the presented paths. In the future, our interface will ask the
user to further specify his/her rejoinder in these situations.

5 Preliminary Evaluation

Our preliminary evaluation assesses the overall performance of our system and the influ-
ence of the factors considered in Equation 3 on this performance.

The overall performance of the system was evaluated by means of the following ex-
periment. Twelve subjects were shown the preamble and argument from Figure 1, and
were shown the following rejoinders, each accompanied by the candidate interpreta-
tion(s) proposed by BIAS: (1) But Mr Green and Mr Body had an argument, (2) But
the forensic analysis of the found fingerprints is reliable, (3) Consider that the found gun
was not registered to Mr Green, (4) But Mr Green’s ladder was at Mr Body’s window,
and (5) But Mr Green was in the garden at 11. Rejoinders 1, 2, 3 and 5 had a single
interpretation, while Rejoinder 4 had three interpretations (the interpretations for Rejoin-
ders 1 and 2 are shown in Figure 3, and that for Rejoinder 5 appears in Figure 1). These
interpretations were generated in light of the user model which results from the presenta-
tion of the preamble and BIAS’ argument (the values for the weights in Equation 3 were� � � �"� � �� � � and � � � � � � �

, i.e., the effective impact of the rejoinder on the
highest-impact proposition is the most important factor). The subjects were then asked to
give each interpretation a score between 1 (very UNreasonable) and 5 (very reasonable),
and to propose their own interpretations if they found BIAS’ inappropriate. The num-
ber of people who gave each score is shown in Table 1 together with the average score
for each interpretation. These results indicate that the interpretations proposed by BIAS
were considered generally appropriate. In addition, the single interpretations generally
had more support than the multiple ones, indicating that users split their support when
several plausible interpretations are available. For Rejoinder 4, all the interpretations had

�

We compute the log of the last two factors so that their contribution to the value of a path is
compatible with that of EffImpact.



Interpretation for Rejoinder � (But Mr Green and Mr Body had an argument):
Mr Green arguing with Mr Body implies Mr Green and Mr Body more probably were enemies.
This implies Mr Green more probably had a motive to murder Mr Body, which implies he more
probably murdered Mr Body.
Interpretation for Rejoinder � (But the forensic analysis of the found fingerprints is reliable):
The forensic analysis of the found fingerprints being reliable and forensics matching the finger-
prints with Mr Green imply the found fingerprints more probably belong to Mr Green. This implies
Mr Green more probably fired the found gun, which implies he more probably fired the murder
weapon. This implies he more probably had the means to murder Mr Body, which implies he more
probably murdered Mr Body.

Fig. 3. Sample rejoinders with BIAS’ interpretations

Interpretation Number of people Average
for who gave a score of score

1 2 3 4 5
Rejoinder � 0 2 0 8 2 3.83
Rejoinder � 0 0 0 8 4 4.33
Rejoinder � 0 3 3 3 3 3.50
Rejoinder � 0 2 0 4 6 4.17

Interpretation Number of people Average
for Rejoinder � who gave a score of score

1 2 3 4 5
Interpretation � 0 3 2 4 3 3.58
Interpretation � 1 3 3 4 1 3.08
Interpretation � 2 3 4 2 1 2.75

Table 1. Scores given by subjects to BIAS’ interpretations for five rejoinders

support from some subjects (scores of 4 and 5), indicating that all the generated interpre-
tations were worth presenting. It is also worth noting that the ranking produced by the
scores of the interpretations of Rejoinder 4 (3.58 � 3.08 � 2.75) matches BIAS’ ranking
for these interpretations according to their pathValues.

The influence of the factors considered in Equation 3 on BIAS’ performance was
assessed by means of three experiments. In the first experiment, we activated BIAS
with two settings: (1) EqualWeights, where � � � � �� � � � � � � � �

; and
(2) ImpactOnly, where � � ���  � � � and � � ��� � � � . The objective of this
experiment was to determine whether attentional focus and BIAS’ confidence in a path
affect the relative ranking of the paths. Each setting was tested on five rejoinder nodes
for which BIAS generated multiple paths. In three of the five cases, the ImpactOnly

setting yielded different rankings to those produced by the EqualWeights setting. This
indicates that the weights assigned to attentional focus and the system’s confidence in a
path affect BIAS’ results.

The second experiment was performed with the same five rejoinder nodes as the first
experiment. Here we activated BIAS with the EqualWeights setting, and simulated user
clicks of nodes in lower-ranked paths, thereby increasing their activation and changing
their labels. This caused the lower-ranked paths to move up in rank in all the runs. The
results of this experiment indicate that by taking into account a user’s attentional focus
and the system’s confidence in a path, BIAS can react appropriately to the user’s input.

The third experiment was conducted on four rejoinders, such as “But a blue car was
here”, for which BIAS returned no paths, because the paths found during path construc-
tion had reasoning gaps that were too large. We then simulated user clicks to relevant
nodes, which resulted in the addition of these nodes to the user model BN (and also af-
fected their activation and labels). This in turn enabled BIAS to propose interpretations



for the problematic rejoinders. The results of this experiment show that additional con-
textual information enables BIAS to propose interpretations which would otherwise be
considered far fetched.

6 Related Research
In this section, we focus on related research that specifically pertains to the topic of this
paper, viz computational mechanisms for intention recognition during argumentation and
applications of BNs to argumentation and plan recognition.

Our research builds on the system described in [11], which generates arguments from
BNs, and the system described in [12], which allows a user to explore an argument by
performing certain modifications, such as excluding a proposition. However, these sys-
tems did not interpret a user’s utterances.

Several researchers have dealt with different aspects of intention recognition during
argumentation, e.g., [2, 4, 9, 10]. Flowers et al. [4] focused on recognizing episodic justi-
fications to historical events, Quilici [9] considered plan-related arguments, and Carberry
and Lambert [2] and Restificar et al. [10] modeled expert-consultation dialogues.

Our system is closest to Carberry and Lambert’s [2] in its focus on rejoinders and its
combination of linguistic, contextual and world knowledge to recognize a user’s inten-
tions. However, there are significant differences between our models. Carberry and Lam-
bert covered a wider range of linguistic phenomena than those considered in this paper.
However, they considered short exchanges where each participant utters a few proposi-
tions in each conversational turn, and they used a plan-based inference mechanism to
recognize a user’s intention. Restificar et al. [10] also modeled short exchanges, using
simple argument schemata combined with inference rules to detect whether an utterance
attacks or supports an argument. The interpretation of rejoinders to complex, probabilis-
tic arguments calls for techniques such as Bayesian propagation and spreading activation
to determine the impact of a proposition and to model attentional focus respectively.

BNs have been used in a variety of plan recognition tasks. For example, Heckerman
and Horvitz [5] used a BN applied to features extracted from users’ queries to infer
their software assistance requirements. Charniak and Goldman [3] used BNs and marker
passing (a form of spreading activation) for plan recognition during story understanding.
They automatically built and incrementally extended a BN from propositions read in a
story, so that the BN represented hypotheses that became plausible as the story unfolded.
During this process, they used marker passing to restrict the nodes included in the BN.
In contrast, we use BNs as a formalism for argument representation, apply Bayesian
propagation to recognize a user’s intention when posing a rejoinder to an argument, and
use spreading activation to model the user’s attentional focus. In the future, we intend
to investigate the use of spreading activation during path construction (as well as path
evaluation).

7 Conclusion

We have described a mechanism for interpreting expressions of doubt and requests for
the consideration of information in the context of arguments generated by a Bayesian
argumentation system. The interpretation process, which is performed on a BN that rep-
resents a model of a user’s beliefs, takes into consideration linguistic clues, the impact
of the user’s rejoinder on the system’s argument, the user’s attentional focus, and the



system’s confidence in the candidate interpretations. Our evaluation suggests that the in-
terpretations generated by BIAS are generally appropriate, and shows how the last two
factors can improve the relative rankings of multiple interpretations.

In the future, we intend to perform a full system evaluation where users read argu-
ments, pose rejoinders and receive rebuttals to these rejoinders. In addition, we propose
to build upon our results to implement more complex types of rejoinders, such as what
about questions (e.g., “What about the murder weapon?”) and explicit inferences (e.g.,
“Mr Green being in the garden implies he had opportunity”), as further stepping stones
towards a full argumentation capability.
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