Conclusion and Future Research

8.1 Conclusion

In this thesis, we have described a new formal information retrieval model. This proposed model, unlike other models of information retrieval, has a strong mathematical foundation for handling uncertainty because it is based on Bayesian networks. Bayesian networks are well-known artificial intelligence method for handling uncertainty. 

The proposed model consists of two separate networks, namely query and document networks. The use of network representations in the model confers the following benefits:

· It subsumes other existing retrieval models through its capacity to simulate those models using an appropriate network representation so that the choice of the specific model can be taken during the implementation stage.

· It provides methods of representing documents and users' information needs as complex objects with multilevel representations. This capacity allows the information retrieval developer to provide multiple representations of the same documents or users' information needs, which gives flexibility in implementation. 

· It provides a natural model for incorporation of a thesaurus into the system. The adoption of the network produces a natural grouping of the index terms.

· It provides implicit inter-document dependency. This dependency will allow the retrieval of documents that do not contain query terms but share some common index terms with the documents that contain the query terms. As a result, this model will produce a higher recall compared with a model which considers only those documents that share common terms with the query.

· It provides a common and mathematically sound model for producing both the initial ranked output and handling relevance feedback. This situation is not possible with the existing probabilistic models, which use ad-hoc methods to produce the initial ranking.

· It supports both the evidence and dependency alteration techniques for relevance feedback in a common model, which, again, is not supported in the existing probabilistic models.

We have also presented a comparison of performance between our model and the two well-known information retrieval models, namely those of the vector space model and Turtle and Croft's inference network (chapter 6). The experiments were performed on three well-studied collections, namely ADI, MEDLINE and CACM. The experimental results showed that our model outperforms both models in terms of average precision. The improvement achieved by our model varies from 0.62% to 2.74%. The results also showed that our model produces a higher precision at both ends, low and high, of the recall level. At low levels of recall, the improvement in precision is in the range of 1.66% to 5.69%. The improvement in precision at high recall level is in the range of 3.54% to 7.61%. This behaviour makes our model a better choice in supporting both precision and a recall-oriented systems. 

With respect to implementation issues of the model, we have proposed new methods to optimise Bayesian networks using alternative approximated networks. The approximated network can be created using virtual layers. The introduction of the virtual layers in the network reduces the size of the link matrix which in turn reduces the computational complexity in the network (chapter 5). The convergence problem of an exact inference algorithm involving indirect loops is solved by modifying the independence assumption of the algorithm (chapter 5). This modified independence assumption is in accordance with the human reasoning process and does not require massive preprocessing as do current techniques.

We have also presented a model that evaluates the effectiveness of the approximated networks using the Minimal Message Length principle. This evaluation model enables us to choose the optimal approximated network without performing extensive retrieval testing. 

8.2 Future Work

The approach taken in this thesis suggests several further areas of research. These areas include: adoption of phrases and thesauri, fusion of the retrieval output, clustering methods for index terms, and the development of evaluation models for Bayesian networks in general.  

8.2.1 Phrases and Thesaurus

The utility of a thesaurus in increasing recall in information retrieval has been proven [Salton71, Croft88]. We have described means of incorporating thesauri in the proposed model in chapter 4. Traditionally, this thesaurus is generated by looking at the similarity between index terms. Two index terms are considered similar when they have similar weights [Salton83]. In Bayesian networks, the graph represents explicitly the connectivity between index terms and documents. Thus, the thesaurus may be created not just based on the index term weight similarity but also on the fact that those index terms shared between documents.  When two or more index terms co-occurs in some documents, we can assume that these index terms represent a higher level concept or that these index terms are part of a phrase. Hence, an automatic thesaurus and phrase finder that can exploit the above characteristic of Bayesian networks is worthy of further investigation.

8.2.2 Retrieval Fusion

The proposed model provides the flexibility to represent a single information need using multiple representations. The results of the retrieval of this information need may vary for different representation networks [Turtle90]. So far in this thesis, we have only performed retrieval using one query network representation. A further investigation into the effect of the use of multiple query representations could be useful. The main issue in performing this task is in finding the optimal model to merge ranked outputs produced by the multiple query network representations. 

8.2.3 Index Term Clustering

In chapter 5, we have described two simple methods of index term clustering. The clustering is introduced to the network in order to reduce the size of the link matrix. Further investigation is required to find the optimal clustering using some traditional clustering methods such as ​k-mean and new methods such as neural network classification.  

8.2.4 Evaluation Model for Bayesian Networks

In this thesis, we provide an evaluation model to measure the effectiveness of the approximated network by evaluating the effectiveness of the clusters of parent nodes in a given node in a Bayesian network. In this sense, we compare two Bayesian networks locally within a given node and its parents, disregarding the global structure of the network. For example, the model does not take into consideration the effect of the clustering in doc-1 to the clustering in ​doc-2. A further evaluation model that can measure globally the effect of approximation in Bayesian network can be investigated. With this model, we expect that we can take any two arbitrary approximated Bayesian network and choose the optimal one.
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