Automatic Information Retrieval                        

2.1 Introduction

Information retrieval systems are designed to help people extract useful or interesting information from document collections. Information or document retrieval systems are not recent innovations. They existed since the first libraries in the form of manual library catalogue systems. Since that time, information retrieval systems have changed rapidly due to the growth in the amount of textual information available in both digital and paper format. This dramatic increase in available information has driven the need for the development of automatic information retrieval.

In this chapter, we present models of the retrieval systems and their associated problems. We organise this chapter into three major parts. The first section defines the information retrieval models and their problem domain. The second provides detailed explanations of those parts that constitute the information retrieval models. The third and last section examines some methods that can be used for improving the performance of information retrieval systems.

2.2 Information Retrieval Model

An information retrieval system involves three major tasks (figure 2-2), namely document indexing, query formulation and the use of a matching function. The document indexing task involves building and organising representations for each document involved in the collection. Query formulation is a similar task to that of  document indexing, translating the user’s information needs to a format which can be  understood by a matching function.  Document and query indexing are discussed in detail in section 2.3. 
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Figure 2‑1 Information retrieval task model.

Once the two representations are built, the matching function will use both the document and query representations to find those documents judged to be relevant by the system. However, the documents returned by the system may not necessarily be relevant from the user’s point of view. The two main factors that influence the disparity between the set of documents judged relevant by the system and those perceived to be relevant by the user to their original query are natural language ambiguity and the possible limited background knowledge of users on the query subject.

The first problem of natural language ambiguity results from the fact that a concept may be expressed in many ways. For example, consider the word windows. A user may use this word to search for documents explaining windows based operating systems or for documents explaining how to classify different type of architecture by looking at the shape of windows. The formulation of methods to overcome the problem of the ambiguity in natural languages is a major objective of information retrieval research.

The second problem, that of limited background knowledge, from the point of view of information retrieval research, may not be completely eliminated since it is partially the responsibility of the users. Upon the delivery of the documents judged relevant by the retrieval system, the users may read the documents to expand their knowledge (we refer to this as the reading process).  As the users’ knowledge of the subject expands, the query submitted to the system can be refined using the new knowledge learnt. Therefore, the responsibility of the system lies with providing means of refining and resubmitting the query that reflects the additional knowledge learnt.  This facility is known as relevance feedback (section 2.5.4 discusses relevance feedback in more detail).

The reading process we discussed in the previous paragraph plays an important role in solving the problem of users’ limited background knowledge concerning the topic of a query. Indeed, the emphasis on the role of the reading process differentiates information retrieval systems from other information systems like data or knowledge retrieval systems.  Although most of the literature to date uses the terms information retrieval system and data or knowledge retrieval system interchangeably, further investigation of the area reveals that information retrieval systems are in fact a broader generalisation of data or knowledge retrieval systems. In essence, the three systems differ in the nature of the queries involved and in the expected result of the queries.

Data retrieval systems provide users with the ability to retrieve specific data. Thus, the queries in data retrieval systems are necessarily very precise in nature. Aside from the query, the data are usually also organised in a well defined structure. An example of a data retrieval system is a relational database. Knowledge retrieval systems provide users with the ability to find answers to specific questions. Unlike data retrieval systems, knowledge retrieval systems’ data may not necessarily be well structured. However, in both knowledge retrieval and data retrieval systems queries on the data are very specific and precise. 

On the other hand, a query in an information retrieval systems as we have stated previously, may involve ambiguity or uncertainty. The user of an information retrieval system does not search for specific data as in data retrieval, nor search for direct answers to a question as in knowledge retrieval. The information or knowledge is acquired by the user through the reading of the documents. For example, a user may want to get information on the topic cheap production methods for assembled electronic goods. This does not necessarily imply that the user wants a specific answer to the specific question, What are the cheap methods? or How do the cheap and expensive methods differ? Even in the situation whereby one has some specific questions in mind, the aim is to acquire overall information such that not only those questions but also others suggested by reading the documents can be answered. 

As well as  increasing the user’s knowledge of the subject behind the query, the reading process may clarify the relationship between the user’s needs and those documents perceived to be relevant by the users  since the relationship between those needs and what information meets them is not necessarily obvious. For instance, the user’s query on cheap production methods for assembled electronic goods may be met by the article entitled “Assembly line workers in third world countries : human right vs national income”. This article may not specifically discuss how to cheaply produce electronic goods, but the related assertion that cheap labour in third world countries can be a way of reducing production cost. There is ,therefore, a link in terms of relevance between the user’s query and the article.  However, if ,the information retrieval system in use, based its matching function solely on matching keywords as do traditional systems, the above article may not be retrieved because the article may not actually contain the word cheap, production or electronic goods.

As we have stated, traditional information retrieval systems performed matching at the keyword level. We have shown through the above example that this approach may miss relevant articles which match the query at the concept level. As a result, adding a knowledge base into the systems has become necessary  in order to provide better retrieval. Current research in information retrieval systems aims to perform matching at the concept level.  Section 2.4 discusses different methods used in defining the matching functions. In the next section, we investigate  the two other tasks involved in the information retrieval, namely document and query indexing.

2.3 Document and Query Indexing

Document and query indexing are very important tasks in any information retrieval system. However, document and query indexing are also considered to be the most difficult task to carry out successfully. The indexing task is considered difficult to implement because natural language ambiguity introduces uncertainty in the text analysis process of indexing document and queries. Salton [Salton88] suggests the indexing process is not required if the collection is considered small. In a small collection, a full text scanning method will be more efficient in retrieving the documents from the collection than using matching function on document and query indexes.

Today’s document databases are large due to the amount of information available in digital form and this volume of information will only increase with time. Full text scanning methods are impractical for such databases given the capability of the current computer technology. In other words, document indexing has to be performed regardless of the problem of uncertainty in text analysis during the indexing process. As a result, reducing uncertainty becomes part of the problem domain of both the document and query indexing tasks in information retrieval systems. 

2.3.1 Indexing Problems

Three main factors contribute to the problem of uncertainty in document and query indexing. Firstly, there is the problem posed by the variability in the ways that a concept may be expressed [Fuhr86]. One word may have different interpretations in different contexts. This is partly a matter of language. Considering the same query example introduced earlier in this chapter, cheap production methods for assembled electronic goods, the word assembled may be interpreted as unit of construction or as how the assembly will be carried out, e.g. machine-made. 

The second problem may occur due to underspecification of the request. Sometimes a user does not provide enough details or specifications in the query. This produces a vague request, such as the qualification of cheap methods in the example query. Does this mean cheap in the sense of economical production or cheap as in low quality? Request underspecification can also occur when the request itself is incomplete. For example, considering our example query, the user may want information not only about the production method of assembled electronic goods, but also about design aspects of the goods. However, it is unlikely that the system will retrieve documents containing design aspects of cheap electronic goods since design and production cannot be generalised into “production method”. Both vague and incomplete requests contribute to the request underspecification, the difference between them being that in the first case, a vague request, the user may not realise the inherent ambiguity in the query, whereas in the second case, that of an incomplete request, the user has failed to include sufficient detail in the query. Request underspecification is less obvious than the variability problems. Nevertheless, it still contributes to uncertainty in the information retrieval process. Both request underspecification and variability problems follow from the user’s ignorance before the  reading process is undertaken.

The third problem is that of document descriptor reduction. The following example illustrates this problem: In the article “ Assembly line workers in the third world countries: human rights vs national income“, the term national income has a narrower meaning than may be expected. The article actually describes national income but in the narrower sense of national income generated from export. In this case, the reduction of a document description by the author lead to an indirect description or a generalisation of export generated income to national income. This problem can never be completely avoided - the author of a document always leaves much unsaid on a subject - nor it is always harmful. Forming compact descriptions of document contents may seem to increase ambiguity, but it can increase both the efficiency of matching and the effectiveness of document classifying. 

Information retrieval  can thus be seen to impose conflicting demands on text descriptors. It requires that they be generalising but accurate, as well as  discriminating and summarising. Meeting these demands becomes the fundamental goal of an indexing language, a language that is required to perform the indexing process [Lewis96].

2.3.2 Indexing Language

In the previous section, we have examined problems associated with the indexing process. Since human beings have the capability to handle ambiguity in natural language, the obvious solution to the indexing problems would seem to be  manual indexing. In fact, the indexing process in early information retrieval systems was carried out manually by human experts in the subject domain. To date, manual indexing is still considered superior to automatic indexing in its capacity to handle uncertainty. However, manual indexing suffers from high operational costs and would be almost impossible to perform in today’s document databases due to their size. Automatic indexing has become an active area of information retrieval research. To perform automatic indexing, an indexing language needs to be defined. The indexing language consists of a term vocabulary and methods of constructing representation. 

An indexing language’s term vocabulary can be either derived from the text of the document described or may be arrived at independently from the text. The use of elements of vocabulary derived from the text itself is called the natural language approach. The other approach, which uses terms independent of the text in the vocabulary is known as the controlled vocabulary method. 

There are many representation construction methods in text retrieval systems [Milstead89]. However, they all share the common goal of indexing, that is to create documents and queries representations which are both summarising and discriminating. To achieve this goal, the index construction methods perform the following steps:

1.
Eliminate common terms from the document or query which are bad discriminators. The systems usually have a list of common terms which are kept in a stop word list (refer to section 2.5.1).

2.
Break down the document and query into individual terms.

3.
Eliminate suffixes and prefixes from the terms.

4.
Assign weights to the term to identify the terms significant in the collection.

One of the common methods for assigning weights to the indexed terms uses  stastistical methods, with each term given a weight according to its importance to the collection. The first such weighting scheme was introduced by Luhn[Luhn58]. He proposed the use of a term frequency (tf) to measure the term’s siginificance in the document. In fact it provides a local weight calculation for each term and can be formulated as:
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(2.1)
where

xi,k is the weight of  term i in document k
fi,k is the frequency occurrence of term i  in document k 
This idea was developed further by Sparck-Jones [Sparck-Jones72] who added an inverse document frequency(idf) to the weighting scheme as a global weight which  can be formulated as follows:
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(2.2)
where
yi is term i inverse document frequency. 

N is number of documents in the collection

fi is number of documents in which term i appears.

Global weighting is important for discriminating terms because very high frequency words cannot be considered to be good discriminators if they appear in most of the documents in the collection. By taking into consideration the number of documents containing a given term, this problem can be tackled. 

Combining the term frequency (equation 2.1) and inverse document frequency (equation 2.2), the final weight of a term in the collection can be calculated as 
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(2.3)
where

wi,k = weight of term i in document k
xi,k = term i's term frequency in document k
yi = term i's inverse document frequency 

There have been some objections from natural language processing researchers (namely [Strzalkowski93] and [Lewis96])  to the use of pure statistical methods for estimating the terms’ weight  in a collection. Their objection concerns mostly their doubt in the ability of such a  weighting scheme to handle phrases. It becomes more difficult to justify the assertion of term independence in a collection once phrases are introduced. For example, consider the phrase take over. Weights used to discriminate documents containing this phrase may not be successful because the individual words take and over are common words (i.e. they may have a small global weighting). Although the idea of using phrases is quite attractive, it has not been shown for all cases that this form of retrieval exhibits advantages over non-phrase supporting information retrieval systems.

Indexing languages may be classified as pre-coordinate or post-coordinate according to the time at which they choose to organise and use the terms resulting from the indexing process. In pre-coordinate indexing, the terms are coordinated at the time of indexing by logically combining any index terms as a label which identifies a class of documents. In post-coordinate indexing, the same class of documents would be identified at search time by combining classes of documents labeled with the individual terms.

In the next section, we examine how matching functions use the document and query representations resulting from the indexing process.  

2.4 Matching Functions

Matching functions are the main engine of information retrieval systems. Once representations for documents and queries are built, these representations are used by the matching function to achieve the three following related tasks:

1.
To locate or identify items related to a user query.

2.
To identify both related and distinct documents in the collection.

3.
To predict the relevance of a document to the user’s information request through the use of index terms with well defined scope and meaning.

Many matching functions have been proposed over the years by researchers in the information retrieval area.  In this section we examine three different matching function models, namely the Boolean, vector space and probabilistic models.

2.4.1 Boolean Model

The Boolean model is considered to be the simplest matching function in information retrieval. Relationships or similarities between individual documents are not utilised, neither are any relationships between query terms. In systems which use the Boolean model, the users’ query is represented only as combinations of terms that a relevant document is expected to contain. For example, one may require all documents which contain the two terms (design and production) or the three terms (cheap,  electronic and  good). The query Q can be formulated as 

Q = (design AND production) OR (cheap AND electronics AND good) 

Simplicity of implementation is the main advantage of Boolean model. The documents’ similarity to the query is calculated solely on the basis of a binary decision as to whether the query terms exist in the document representation. As a result, documents retrieved by the Boolean model are weighted equally against the users’ query. Thus the first document retrieved is not necessarily the most relevant document. This drawback of the Boolean model due to the binary nature of its retrieval decision function is frequently cited [Croft86, Salton83, Salton88, Losee88].

The solution to the problem of equally weight documents exhibited in the Boolean model has become a goal of research in information retrieval. This research has concentrated on building a retrieval model that has the ability to weight the relevance of the documents against the query. In the following sections, 2.4.2 and 2.4.3, we examine two other models of retrieval, the vector space and probabilistic model, that do produce a ranked output. 

2.4.2 Vector Space Model

The vector space model represents both the documents and queries as a vector of terms. Both document and query representations are described as points in T dimensional space, where T is the number of unique terms in the document collection. Figure 2-2 shows an example of a vector space model representation for a system with three terms.
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Figure 2‑2 Three dimensional vector space.

Each axis in the space corresponds to a different term. The position of each document vector in the space is determined by the magnitude (weight) of the terms in that vector. A similarity computation measuring the similarity between a particular document vector and a particular query vector as a function of the magnitudes of the matching terms in the respective vectors may be used to identify the relevant documents. The simplest such scheme to calculate the similarity is to assume that the document containing the most terms from the query will be the most relevant. Thus the similarity between a query Q and the kth document, Dk, can be calculated as an inner product of term vectors in Q and Dk. Formally it can be represented as
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(2.4)
where
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 is the query vector

Dk is the kth document vector in the collection

qi is the term i in the query Q

tik is the term i in the document Dk 

n is the total number of query terms.

Besides the inner product approach, another well understood (and more widely accepted in information retrieval systems) vector similarity measure is the cosine correlation function. In the cosine correlation function, the angle between  documents or documents and a query measures the similarity between the vectors that represents them. Consider the situation depicted in figure 2-2. The similarity between D1 and D2 would be measured by the angle .    The cosine correlation function is shown in Table 2-1 (which also includes some other common vector space similarity measures).
. The similarity between documents D1  to query Q is measured by angle 
Similarity Measure

Sim(Q,Dk)


Formula

Inner product
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Cosine correlation
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Dice measure
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Jaccard measure
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Table 2‑1 Similarity measures.
We note that the numerator of the cosine formula gives the sum of the product of the matching terms between query Q and document Dk. That is, when binary indexing is used, the numerator is the total number of matching terms in query Q and document Dk. When the indexing is not binary, the numerator represents the sum of the products of term weights for the matching terms in Q and Dk. The denominator in the cosine similarity function acts as a normalising factor because it takes into consideration the number of terms contained in a document. The longer the documents, that is the more terms used to describe the documents, the smaller the cosine similarities. Thus, unlike the inner product, the cosine measure takes into consideration the effect of a document’s length. Inner product measures always discriminate against short documents because short documents always produce a shorter term vector sum compared with long documents. 

Using such similarity functions, the vector space model can produce a ranked output. The capability to produce ranked document output gives the vector space model an advantage over the Boolean model. However, the lack of formal methods to support the vector space model in handling uncertainty has driven research in information retrieval towards seeking models that can support uncertainty. In the next section, we analyse the probabilistic matching function model which does provide more formal support to handle uncertainty. 

2.4.3 Probabilistic Model

The probabilistic model attempts to address the uncertainty problem in information retrieval through the formal methods of probability theory. Unlike in the vector space model, in this model the document ranking is based on the probability of the relevance of documents and the query submitted by the user. This has been formalised and is known as the Probability Ranking Principle [Robertson77]. There are three different models of probabilistic retrievals: binary independence [Robertson76, Rijsbergen79], the unified model [Roberston82] and retrieval with probabilistic indexing (RPI) [Fuhr89]. The models differ in their treatment of and assumptions behind the probability of relevance. In this section, we analyse the formulation of these probablistic models and state the assumptions associated with them.

2.4.3.1 Binary Independence Model

As the name implies, this model assumes that the index terms exist independently in the documents and we can then assign binary values to these index terms. For a further illustration of this model, consider a document Dk in a collection, is represented by a binary vector t = (t1,t2,t3,…,tu) where u represents total number of terms in the collection,  ti=1 indicates the presence of the ith index term and ti=0 indicates its absence. A decision rule can be formulated by which any document can be assigned to either the relevant or non-relevant set of documents for a particular query.  The obvious rule is to assign a document to the relevant set if the probability of the document being relevant given the document representation is greater than the probability of document being non relevant, that is, if:


P(relevant|t) > P(non-relevant|t)      

   
      
 (2.5)
Using Bayes’s theorem,  equation 2.5 can be rewritten as:
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(2.6)
This decision rule, when expressed as a weighting  function g(t),  becomes:
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(2.7)
This means now we can use the weighting function g(t) to rank the document according to their g(.) value such that the more highly ranked a document is, the more likely it is to be relevant to the query.

Since the calculation of the  probabilities P(t|relevant) and P(t|non-relevant) are difficult, we have to assume that the index terms occur independently in the relevant and non-relevant documents so that we can calculate P(t|relevant) as:

P(t|relevant)=P(t1|relevant)P(t2|relevant)…P(tn|relevant)

(2.8)
and similarly for P(t|non-relevant).

Now let: 

 

pi=P(ti=1|relevant) 





(2.9)
qi=P(ti=1|non-relevant)




(2.10)
So pi and qi are the probabilities that an index term occurs in the relevant or non-relevant document sets respectively. Then


[image: image14.wmf](

)

i

i

t

i

n

i

t

i

p

p

relevant

t

P

-

=

-

=

Õ

1

1

1

)

|

(





(2.11)
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(2.12) 

Subtituting 2.11 and 2.10 into 2.7, we have 
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(2.13)
The second summation in equation 2.13 is constant for a given query and does not affect the ranking of documents. Since probabilistic models assume the relevant and non-relevant sets can only be calculated for a single query, this second summation can be omitted from the calculation. However, it can be interpreted as a cut-off value to the retrieval function. That is, only documents that have a relevance value greater than this constant value are retrieved as relevant documents. This capability in fact gives the probabilistics model an advantage over the vector space model. In vector space model, such a cut-off value has to be found through trial and error, because its mathematical model does not provide support for it.

Omitting the second part of equation 2.13, the weighting function g(t) can be formulated as
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(2.14)
Observation of equation 2.14 shows that  g(t) is equivalent to a simple matching function between query and document where query term i has the weight of 
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. This weighting scheme was first introduced by Robertson and Sparck-Jones [Robertson76]. 

As in any probabilistic model, a prior probability needs to be defined before any inference can be calculated. Therefore, probabilistic models rely on the major assumption that relevance information is available in the collection to define the prior probability. That is, that some or all of the relevant document and non-relevant documents have been identified. In reality, this assumption is very difficult to satisfy because the relevance information is not easy to obtain at the early stage of a search. One way of overcoming this problem is to use an interactive search at an early stage of a search. An interactive search can be used to provide the information retrieval systems with relevance information. The users’ judgement of the document ranking in this search is then used as relevance information in the next search [Sparck-Jones79].  

In the situation where there is no relevance information available or in the case of a non-interactive search, a combination of similarity measures shown in table 2.1 with the inverse document frequency can be used to define prior probability [Croft79]. Consider the inner product similarity measure. The combined measure using the inverse document frequency in this case can be formulated as:
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(2.15)
where

 
fiq is term i's term fequency in query Q.

fik is term i's term frequency in document Dk.  

N is the total number of document in the collection. 

fi is the total number of document where term i exists.  

n is the total number of query terms.

We have stated above that the probabilistic model assumes that the terms in the document are distributed independently. However, Rijsbergen [Harper78] argues that this assumption is often made as a matter of mathematical convenience, although it is generally agreed that exploitation of associations between items of information retrieval systems, such as index terms or documents will improve the effectiveness of retrieval. In our studies we analyse the possibility of exploiting these associations in order to improve retrieval performance. We use the Bayesian belief network mode which will be explained in detail in chapter 4. 

2.4.3.2 Unified Model

The Unified model exists as a combination of Maron-Kuhn’s model [Maron60] and Cooper’s model [Cooper78] with the binary independence model. The Maron-Kuhn model differs from the binary independence model in the assumption of document relevancy. In their model, a record of  the number of times each query is submitted and of which documents are judged relevant or non-relevant to each query is kept.  This information is then used to determine the frequency of a document that has been judged relevant to each query submitted. This frequency in turn is used to estimate the probability of relevance and documents are ranked accordingly. 

Thus, this model combines the judgements of multiple users in order to compute the probability of relevance with respect to a set of equivalent queries. This differs from the binary independence model which viewed the association between document and the index terms as fixed by the collection and independent from the use of the index terms in the queries. In other words, the relevance judgment in the binary independence model does not come from the association of the index terms in the query and the documents. To illustrate the difference in more detail, consider the following, letting:

Q 
be the set of all (past and future) queries of the retrieval system.

D
be the set of all (past and present) documents in the system. 

QS
be the set of queries that using the same query terms.

DS
be the set of all the documents to which the same index terms have been applied.

qm
be an individual query (qm  QS).

dk
be an individual document (dk  DS).

R
be the event of relevance.

The set consisting of all pairs of (dk,qm) represents the event space. The relevance R is a subset of this event space. Using the above notations, the method of  calculating relevance according to the Maron-Kuhn, binary independence and Unified models respectively, are as follows:


Maron-Kuhn model:


P(R|QS,dk).


Binary Independence:


P(R|qm,DS).


Unified:



P(R|dk,qm).

The unified model combines the estimation provided by Maron-Kuhn’s model and that of the binary independence model to derive the relevance judgment of the individual document to a query. This unified model attempts to generalise the two models such that Maron-Kuhn model is used when only the query history is available, and reduces to the binary independence model when only document representation data is available. When both query and document representation data is available, the unified model is used. However, the combination of the two models provided by the unified model does not solve the problems of probability estimations inherent by the two individual models [Fuhr92]. Thus, a better model that incorporates good probability estimation when no initial stastisical data is available is still required.

2.4.3.3 Retrieval with Probabilistic Indexing (RPI) Model

The RPI model is a generalisation of the binary independence model. This model includes a more detailed assumption of the relevancy of the index terms assignment to the document compared with that of the binary independence model. To illustrate the model, consider the following.  Let:

dk
represent a document in the collection,

ti
be the binary vector (t1,t2,t3,…,tn) of index terms in document dk,

qm
be a query,

C
denotes the event of correctness.

Unlike the binary independence model and unified models which calculate the probability of relevance as P(dk,qm), the RPI model measures the correctness of the assignment of ti to dk by assigning value to C. The probability is now measured as P(C|ti,dk,qm).  The decision as to whether the assignment of ti to dk is correct or not can be specified in various ways, for example, by comparison with the results of manual indexing, or by comparing the retrieval results. Thus, parameter estimations or more specifically the estimation of correctness of the index term assignment is still relies on ad-hoc estimation.  

We have in this section discussed several information retrieval matching function models, namely the Boolean, vector space, binary independence, unified and RPI models. Each have their own individual drawbacks. The vector space model exhibits a  lack of mathematical support for the handling of uncertainty. The probabilistic approach attempted to provide models with strong mathematical foundations but fell short due to the need for some ad-hoc probability estimations. We will introduce in chapter 4 a probabilistic retrieval model which overcomes the problems of the probability estimations, specifically one based on Bayesian networks. 

2.5 Increasing Retrieval Performance

Regardless of the limitations of the retrieval models discussed in the previous section, there are several methods available to improve the retrieval performance of such information retrieval system. These methods are usually not considered to be part of the retrieval model as such, but rather as additional components of the retrieval model. Before we further discuss these methods, we will present a common definition of performance measurement in information retrieval systems. 

An information retrieval system finds documents that are intended to be relevant to the user’s query.  In a very real sense only the user knows exactly what is relevant to his or her information needs. Information retrieval system can only suggest “relevant” documents for the user to read. In this situation, providing uniform performance evaluation can be difficult. Research in this area, however, has provided common performance measurements, based on recall-precision on a standard test collection. The recall level describes the completeness of the retrieval; precision represents the accuracy of the retrieval. These can be defined formally as follows:


[image: image20.wmf]R

r

recall

=







(2.16)

[image: image21.wmf]N

r

precision

=






(2.17)
where

r is the number of relevant documents retrieved for a given query.

R is the number of relevant documents in the collection for a given query.

N is the number of documents retrieved for a given query.

Both high recall and high precision are desirable in information retrieval systems. However, they are very difficult to achieve simultaneously. High recall performance usually means poor precision. Chapter 6 discusses performance measurement in information retrieval systems in detail. 

The following sub-sections 2.5.1-2.5.5 analyse different  methods that can be used to improve the performance of all the retrieval models discussed in section 3. These methods may be combined to achieve the optimum retrieval. 

2.5.1 Stop List

Every word in a language has its meaning. However, not all of them have the ability to distinguish one document from another.   For example, the word “the” will never provide such information.  Many retrieval systems provide a stop list, a list containing such words that do not have any discrimination capacity. The stop list is used during document indexing and query formulation. Any word within the list that appears in the document or query is discarded. The word may have discrimination capacity in one domain and not in other domain. Thus, different knowledge domains may employ different stop lists, but caution is required when adding word to stop list. A very specific stop list can result in low recall because the query becomes too specific.

2.5.2 Term Weighting

Document can be described by the presence/absence of index terms, that is any document can be represented by binary vector. For example, if document dk is a member of a documents collection, which has 6 terms in its vocabulary, contains terms t1,t3,t4,t5 but not t2 and t6, it can be represented as 





dk=(1,0,1,1,1,0)

Every term in the index is treated equally. One may argue that this does not reflect the real life situation, where one term or word may have more importance than others. Indeed, many information retrieval systems employed term weightings to capture the importance of individual terms in the collection as we discussed in section 2.3.2.

The term frequency (tf) within a document can indicate the importance of the terms in the document.   In other words, the terms frequency can be used to summarise the contents of a document.   However, using within document frequency alone is not enough because it cannot be used to discriminate documents in the collection effectively [Sparck-Jones79]. Consider the following case; the word computer may have a very high frequency in a document belonging to the Communication of ACM collection. However, almost every document has a high term frequency of the word computer because the collection’s domain is computer theory and application. This situation shows that the word computer does not have ability in discriminating the documents. The more documents represented by a particular term the less importance this term has in terms of distinguishing one document from another. As we have explained in section 2.3.1, a good document representation has to be able to summarise and discriminate the documents at the same time. Inverse document frequency (idf) may be introduced to the term weighting as a discriminator. The combination of tf and idf is usually used as in equation 2.3.

2.5.3 Thesaurus

One obvious problem with query formulation is that there are often many ways to say the same thing.  Introducing a thesaurus to match synonyms and closely related words is one solution to this problem. It can be used to expand the user’s query by adding the synonyms or related words to the initial query submitted. 

The thesaurus can be generated automatically from the text in the collection by means of calculating similarity amongst the terms in the collection. Given the matrix of document-term relation .
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The similarity measure between term Tj and term Tm can be calculated by
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where

N is the number of documents in the collection

wij is the weight of term i in document j 

Once the similarities for all the terms are computed, a term can be put into a group if it has a similarity exceeding a stated threshold with at least one of the members of the cluster or with all the members of the cluster. The first situation is called single-link classification, the second is called complete-link classification. It has been claimed that an automatic thesaurus generated from the text in the domain which it is used can increase the recall up to 20% [Salton71, Croft88].

2.5.4 Relevance Feedback

Retrieving all relevant documents or achieving a 100% level of recall has not been accomplished by existing information retrieval systems. The problem of limited recall has been recognised as the major difficulty in information retrieval systems [Lancaster69]. More recently, van Rijsbergen spoke of the limits of providing increasingly better ranked results based solely on the initial query. He indicated a need to modify the initial query to enable increased performance after a certain level of recall reached [Rijsbergen86].

For many years researchers have suggested relevance feedback as a solution for query modification because a user may give vague or incomplete initial requests as we discussed in indexing problems in section 2.3.1.  The feedback given by the user can be used to re-weight the query terms and/or expand the query by adding new terms to the query.

In the vector space model, the term relevance feedback is achieved by merging the relevant document vectors with the initial query vectors. This automatically re-weights the query terms by adding weights to the initial query terms for any query terms existing in the relevant documents and subtracting the weights of those query terms occurring in non-relevant documents.    Ide (1971) formulated this as:
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where

Q1 is the modified query
Q0 is the original query
Rk is the vector for relevant document k

Sk is the vector for non-relevant document k

x is the number of relevant documents
y is the number of non-relevant document
The query is also automatically expanded by adding all terms not in the original query that are in both the relevant document and non-relevant documents. These terms are added using positive or negative values based on whether they are coming from relevant or non-relevant vectors respectively. Although the new query includes new terms from non-relevant documents, the fact that such terms carry negative weight means that they only contribute to determining the weights of new terms introduced by relevant documents. 

Probabilistic retrieval treats the relevant and non-relevant set equally in re-weighting the query. Harman [Harman92] suggests that this particular treatment may cause  poor performance of the probabilistic model in relevance feedback. Her study has shown that the performance of relevance feedback in probabilistic retrieval varies from one collection to other. 

Another issue that the probabilistic models have to address in incorporating relevance feedback in the model is that of  probability estimations. The fact that most of the probabilistic models use different probabilistic estimations for producing the initial document ranking and relevance feedback
 may contribute to the inconsistency of the ability of probabilistic models to handle relevance feedback. A model that has a common method for estimating the probability for the initial document ranking and for relevance feedback is required. A promising solution may be presented by considering the inference model. The inference model is known to have learning capability. Relevance feedback is, in fact, a learning process since the document ranking may change due to new knowledge learnt from the previous retrieval. Bayesian networks are one such inference model, and may  thus be used as an effective tool for incoporating relevance feedback into the information retrieval system.

2.6 Summary

We have analysed and discussed the problems inherent in models for information retrieval systems. The major problem faced by information retrieval systems is the uncertainty involved due to the ambiguity of the natural language. This ambiguity itself can not be totally eliminated, which makes the reading process important in information retrieval and also makes information retrieval systems different from data retrieval or question-answer systems. Regardless of the ambiguity inherent in  natural language, information retrieval systems must find those documents assumed relevant documents for a user’s given information needs.

We have discussed several approaches to information retrieval models in this chapter, namely te Boolean, vector space and probabilistic models. With the limitation of these models in mind, there are some methods which usually are not considered as part of the model that can be used to further improve the retrieval performance. These methods of improvement include the stop list, thesaurus, term weighting and relevance feedback. The probabilistic approach may be considered the best of the approaches because it is based on well-established mathematical theory for handling uncertainty.  However, it still requires improvement in terms of the development of built-in methods for estimating the probability for the initial ranking and relevance feedback. We will introduce a model based on a Bayesian network that can overcome this problem in chapter 4.

In the next chapter, we review probablilty theory in detail, in particular that of  Bayesian belief networks. Bayesian networks are a good candidate for a framework that can provide the retrieval model with a common probability estimation method for the initial document ranking and the relevance feedback through its support for inference. 







� It is assumed that the same query terms may represent different information need. The same apply to the documents, document represented with the same index terms may contain different information.





� See section 2.4.3, the estimation of prior probability which is used to produce the initial document ranking is derived from ad-hoc estimation [Sparck-Jones79, Croft79].
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