Introduction 

1.1
Background and Motivation

Information is a vital resource for all organisations. The efficient management and retrieval of information is therefore an important organisational function.  It has been suggested that the quantity of new information produced in the western world is growing at a rate of 13 percent each year [Freimuth89]. With the development of the internet and other global networks this figure is expected to increase markedly. As a result, people who need information are frequently overwhelmed by the sheer amount of information available and finding useful information requires enormous effort. 

In early examples of information retrieval systems such as library catalogue systems, searching is achieved by the use of catalogue systems whereby documents are represented by several fixed categories such as author, title and subject. The assignments of categories are done manually by domain experts. With the present explosion in the amount of information available, handling information effectively and efficiently in this way will be very difficult, if not impossible. In addition to the problem of information volume, the current format of the information has also introduced another dimension to the information retrieval task. Most information is currently delivered in electronic format which lacks the well-structured form of books. Such ill-structured documents include articles, WEB pages, medical records, patent records, legal case records, software libraries and manuals. Compared with traditional library systems, a different kind of computer-based search strategy is required for these electronic documents. The search strategy needs to be able to retrieve documents based on the ‘content’ of the items directly. The objective of modern information retrieval systems is to provide such types of search.  

The automation of search and retrieval by content is not straightforward. Most of the information available is written in natural language such as English and, to date, information systems have not been able to process and ‘understand’ the natural language as competently as human beings, despite of extensive efforts by natural language researchers [Carmody66, Schank77, Allen87, Boguraev87, Mel’cuk89, Amsler89, Brent91, Kupiec92]. Thus, a major problem inherent in information retrieval systems may be seen as the ‘uncertainty’ in understanding user's information needs and the content of documents. In the last two decades, researches in computer science have been actively investigated the possibility of applying Artificial Intelligence (AI) techniques to handle uncertainty. In the next section we will present a summary of different AI techniques used to handle uncertainty in information retrieval.

1.2 Uncertainty and Artificial Intelligence

In the recent past, one focus in Artificial Intelligence has been the problem of "Approximate Reasoning". This problem deals with the decision making and reasoning processes in the situation where information is not fully reliable, the representation language is inherently imprecise and information from multiple sources is conflicting. In information retrieval, documents and queries are represented by index terms. The precision in representing document and query content relies on the effectiveness of the text analysis methods in 'understanding' the natural language. As stated in the previous section, existing natural language processing models have not been able to process and 'understand' the natural language as competently as human beings. As a result, document and query representation cannot be represented precisely, or in other words, it may be seen as a problem that requires an "approximate reasoning". Thus, an AI approach may be considered as a solution to this uncertainty problem inherent in information retrieval task. 


Representation techniques for uncertain or imprecise information can be classified into numeric and non-numeric (or also known as symbolic) techniques. In the numeric context, the approximation can be viewed as a value with a known error margin such as in Bayesian models, Evidence Theory [Shafter76] and Fuzzy theory [Zadeh78]. The Bayesian belief network was introduced in the eighties as an extension to the traditional Bayesian models. It incorporates graph theory into the Bayesian model to enrich the semantic representation. 


The symbolic representation approach at first concentrated on the use of logic or, more specifically, first order predicate calculus. This classical symbolic logic failed to produce consistent representation due to its lack of tools for describing how to devise a formal theory to deal with inconsistencies caused by new information [Bhatnagar86]. A modification of the symbolic logic namely non-monotonic logic [McDermott85] was introduced to overcome the problem of first order logic. 

In addition, there are some AI methods such as neural networks, genetic algorithms and hidden Markov models. The first two methods have attracted quite a number of researchers, especially in the recent years with the increase in computational power. The hidden Markov model is supported by rigorous mathematical theory and mainly used in the area of speech and character recognition [Hansen95].

There have been many conflicting views regarding the merits of particular models [Cheeseman85, Cheeseman91, Zadeh86]. Each model exhibits comparative advantages depending on the domain and application being considered. In information retrieval research probabilistic methods, which can be categorised into numeric AI techniques, are well accepted and have shown promising results [Robertson76, Rijsbergen79, Turtle91, Ghazfan94]. However, there is a new surge in research concerned with adopting a symbolic AI technique in particular non-classical logic approach to the information retrieval in the last few years [Rijsbergen86, Rijsbergen89, Crestani94, Chevallet96]. The results have not been widely reported due to the computational complexity of the model [Crestani95].

We will adopt the probabilistic approach, more specifically that of Bayesian networks, in our information retrieval model. A Bayesian network is a directed acyclic graph where the nodes represent events or propositions and the arcs represent causal relations between those propositions represented in the nodes. The support of explicit relations between the propositions in the Bayesian network can overcome the following problems experienced by other probabilistic retrieval models: 

1. The traditional probabilistic model, such as those of Maron and Kuhn [Maron60],  Robertson and Sparck-Jones [Robertson76], Fuhr [Fuhr89] and Rijsbergen [Rijsbergen79], uses two different models to produce the initial ranking and to handle relevance feedback. The initial ranking is usually produced using some ad-hoc probability estimations and the relevance feedback is handled using some learning models.

2. The relevance feedback is confined only for relevance information gathered from documents, although Fuhr [Fuhr92] shown that relevance feedback gathered from queries can also be used to improve the retrieval performance.

3. Multiple representations of document and queries are not possible, although Turtle [Turtle90] showed that an information need represented by different query representations generates different ranked output and the combinations of these outputs may increase the retrieval performance.

4. Thesaurus, citation and synonyms are created as an addition to the retrieval model instead of part of the retrieval model itself.

Our proposed Bayesian network model for information retrieval addresses the problems inherent in the traditional probabilistic retrieval model in the following ways:

1. The probabilistic inference in the Bayesian network retains the sound theoretical basis of the traditional probabilistic models, but also incorporates a common method for producing initial rankings of documents and for handling relevance feedback. 

2. Relevance feedback fits naturally into the model. The probabilistic inference approach provides an automatic mechanism for learning. 

3. The probabilistic inference approach allows us to incorporate relevance information from other queries into the model by using separate network representation for the query and exploiting the used of multiple query network representations for a single information need.  

4. Documents in the collection may be represented as a complex object with multilevel representations, not merely as a collection of index terms. 

5. Dependencies between documents are built implicitly in the model by using the independence assumption principle of Bayesian networks which allows the retrieval of documents that do not share common index terms with the query. Citation or nearest neighbor links can be easily incorporated into the model because of the graphical nature of the model. 

6. Synonyms and a thesaurus can be easily implemented as part of the network. Any index terms that are synonyms can be linked, so the system can use all those synonyms during retrieval. 

Graph and network structures have been widely used in information retrieval. Salton [Salton68] showed the early use of tree and graph models in information retrieval to describe the implementation of many basic structures used in retrieval systems in graph theoretic terms. However, their use in combination with a formal inference technique is still a current topic of research.

1.3
Previous Work Using Network Models for Information Retrieval

Salton's [Salton68] early use of tree an graph models for information retrieval provides a starting point for many information retrieval researches that uses tree or graph model. There are few numbers of current information retrieval models that use network representation. These information retrieval models can be loosely categorised based on whether they support clustering, rule-based inference, browsing, spreading activation, or connections.


Clustering. In the clustering approach, the network structure is derived naturally from the representation of document and term clusters. Sparck-Jones [Sparck-Jones71] investigated the term clustering technique and later used it to develop the automatic indexing technique [Spark Jones74]. Croft [Croft80] describes a retrieval model incorporating document and term clusters. Croft and Parenty [Croft85] compare the performance of cluster based network representation with a conventional database implementation. A survey of document clustering techniques, especially those for hierarchic clustering, is presented by Willet [Willet88]. All the different approaches to clustering have one common feature, namely that they assume there is a natural similarity between index terms or documents and these similarities can be exploited to increase the retrieval performance.


Rule-based inference. The rule-based inference method in RUBRIC systems [Tong83, Tong85] represents queries as a set of rules in an evaluation tree that specifies how individual document features can be combined to estimate the certainty that a document matches the query. One of the objectives of the RUBRIC design was to allow the comparison of different uncertainty calculi models [Tong86]. Recently, the RUBRIC system included the inference network approach [Fung90a]. Rule-based inference using network structures has also been used with the construction of automatic thesauri [Croft87b, Shoval85]. 


Browsing. A network representation is essential in information retrieval systems that support a browsing capability. Hypertext systems are a typical example of browsing systems and are also common in thesaurus based systems. The THOMAS system [Oddy77] uses a method that allows browsing in a simple network of document and terms. A more complex network model for browsing is investigated by Croft and Thomson [Croft87b] using the I3R system. Croft and Turtle [Croft89a] and Frisse and Cousins [Frisse89] describe a retrieval model for hypertext networks. A survey of hypertext retrieval research can be found in Coombs [Coombs90].


Spreading activation. Spreading activation is a search technique in which the query is used to activate a set of nodes in the representation network, which in turn activates the neighbouring nodes. The rank of the retrieved documents is generated by the pattern of activation in the network. The variation between such models usually arises due to different halting conditions and weighting functions. Jones and Furnas [Jones87] present a representative spreading activation model which is compared to the conventional retrieval models by Salton [Salton88]. Croft [Croft89b] used spreading activation in a network based on document clustering. Cohen and Kjeldson [Cohen87] used spreading activation in a more complex representation network with typed edges.


Connections approach. The connectionist approaches are similar to spreading activation. However, the connectionist approach does not include a clear semantic interpretation of the links in the network, which is clearly defined in the spreading activation approach. The weights associated with the links are learned from training samples or through user guidance. Croft and Thompson [Croft84] used a connectionist network in an attempt to learn and select a query strategy. Brachman and Mcguiness [Brachman88] used a connectionist approach to retrieve facts from knowledge bases on programming language. Belew [Belew89] and Kwok [Kwok89] describe other connectionist approaches to information retrieval. Lewis [Lewis90] further explores the relationship between information retrieval and machine learning.


All the network approaches discussed in this section lack one major feature required to produce a good information retrieval model, namely that of a strong mathematical foundation. In this thesis, we introduce a new formal model based on a Bayesian network that provides a strong mathematical foundation. 

1.4 Contribution of the Thesis

Recent information retrieval research has suggested that significant improvements in retrieval performance will require techniques that, in some sense, ‘understand’ the content of document and the queries [Rijsbergen86, Croft87a], in order for to infer probable relationships between documents and queries. 

The idea that the retrieval process is an inference or evidential reasoning process is not new. Cooper’s logical relevance approach [Cooper71] is based on deductive relationships between representations of documents and information needs. Wilson [Wilson73] used situational relevance to extend Cooper’s logical relevance by incorporating inductive inference. 

In the research described in this thesis we present semantically sound Bayesian network model for a formal model of information retrieval. This thesis contains two areas of contribution, namely to information retrieval modeling and to Bayesian network inference theory. In detail, the thesis contains the following contributions:


We formally define a new model for information retrieval based on a Bayesian network. The model provides a strong mathematical foundation to model uncertainty in information retrieval. The new model can be used as a general framework for information retrieval because it can represent different existing information retrieval models, such as the Boolean and probabilistic models, by using appropriate network representations. With this framework, the decision of adopting specific retrieval model can be postponed until the implementation level. 


We introduce a specific implementation of the above model to perform probabilistic retrieval. The probability model presented includes the probability estimations that will produce better performance compared with other well known information retrieval systems, such as the vector space model [Salton83] and Turtle and Croft's [Turtle90] network model. The performance tests were carried out on three well-studied test collection, namely ADI, MEDLINE and CACM. Moreover, The adoption of a graph, which captures the connectivity between the index terms and documents, enables our proposed model to produce higher recall compared with those produced by the information retrieval models previously mentioned.


We provide a framework within the Bayesian network model to support both evidential and dependency alteration relevance feedback. Existing information retrieval models have failed to provide a common model for both approaches to relevance feedback, although the two approaches have been shown to benefit different retrieval situations. The evidential feedback is suited for modeling the situation where we perceive that the probability distribution has been correctly modeled, hence the data received from the relevance feedback is treated as a new evidence to this probability distribution. Altering the dependencies, on the other hand, is best used when we perceive the probability distribution to be incorrect and the data gathered from the relevance feedback process should be used to correct this probability distribution. As we can see, the two relevance feedback approaches each have their own place in information retrieval applications. Therefore the ability to support both approaches in a single framework is essential to information retrieval.


Cooper [Cooper90] proved that the complexity of an exact inference algorithm for Bayesian network is NP-hard. It is common for information retrieval systems to deal with large document collections. Therefore, we see the importance of adopting some approximation methods to reduce the inference complexity in the Bayesian network model for information retrieval. We introduce some heuristics to reduce the complexity of the inference in Bayesian networks.


Finally, we present an evaluation model that can be used to measure the complexity of the heuristics proposed in the previous point. The model is based on the idea of A Minimal Message Length [Wallace68]. The best approximation or heuristics is given by the approximation model that produces the shortest coding in describing the probability distribution. This evaluation model will enable us to evaluate the efficiency of a given approximation model without performing extensive retrieval tests.

1.5
Research Methodology

In information retrieval research, experiments are performed using test collections. Recall and precision levels are used to measure the performance of the system. The recall measures the ability of the system to retrieve all the relevant documents. The precision measures the ability of the system to discriminate between the relevant and non-relevant documents. A test collection in information retrieval experiments comprised of:


A set of documents – current test collections generally contain information from the original documents such as title, author, date and an abstract. 


A set of queries – These queries are often taken from actual queries submitted by the users. They can be expressed either in natural language or in some formal query language such as Boolean expressions.


A set of relevance judgements – For each query in the query set, a set of relevant documents is identified. The identification process can be done manually by a human expert or by using pooling methods for results from several information retrieval systems.

The interaction of those sets in an information retrieval experiment is depicted by figure 1-1.
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Figure 1‑1 Model for experiments in information retrieval systems.

Using the standard queries in the test collection, the retrieval system under evaluation is used to perform a search in the document set. The result of the search is a list of document identifiers with the documents assumed most relevant being ranked first. This list of rankings is then compared with the list of relevance judgments. The relevance judgment itself does not include any ranking. It only contains the document identifier of documents judged relevant to the query. Using the recall and precision formulae, the recall and precision levels are then measured.

1.6
Thesis Overview

Researchers have adopted artificial intelligence to solve the problem of uncertainty across different knowledge domains. We have adopted one particular artificial intelligence technique, namely that of the Bayesian network, to solve the problem of uncertainty in information retrieval. 

In the next chapter, Chapter 2, a summary of the current state of information retrieval is given. The research problem, which has been introduced in the current chapter, will be discussed further in this chapter. We also present a comparison of the two major existing retrieval models; the vector space and the probabilistic models.

Chapter 3 describes the development of Bayesian network theory. The use of inference in the Bayesian network is also discussed in this chapter.

Based on the information discussed in chapter 2 and chapter 3, we present a semantically sound Bayesian network model for information retrieval in chapter 4. We show that our model provides a correct semantic interpretation of the retrieval model and also provides a general model for information retrieval through its effectiveness to simulate existing models using appropriate network representations. 

One major consideration in implementing Bayesian network for information retrieval is the computational complexity inherent within the network. Chapter 5 investigates the possibilities of adopting an approximation model that can reduce the computational complexity in the network in order to make the implementation practical.

 
We report the results of our experiments in chapter 6. Different probability estimations and their effect on the performance of the system are tested and reported in this chapter. We also compare the performance of our network model with other well-known retrieval models.

Chapter 7 introduces an evaluation model that can be used to measure the effectiveness of approximation models introduced in chapter 5. The evaluation model enables us to choose the optimal approximation without performing extensive retrieval performance test. Finally, we provide the conclusion of our research and possible future direction in chapter 8. 
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